
111

Intelligent Pattern Recognition , 

Applications and Big Data, in Interactive 

Learning Environment©

Prof. Patrick Wang, Ph.D. 

Fellow, IAPR, ISIBM, WASE
IEEE & ISIBM  Outstanding Achievement Awardee

NSC Chair Professor, NTUST, Taiwan

Zijiang Visiting Chair Professor, ECNU, CQU, Tongji,  China

iCORE Visiting Professor, Calgary U., Canada

Otto-von-Guericke Distinguished Guest Professor, Magdeburg U., Germany

Northeastern University, Boston, USA

patwang@ieee.org , pa.wang@neu.edu 1

mailto:patwang@ieee.org
mailto:pa.wang@neu.edu


2

Table of Contents

Introduction

AI : Artificial Intelligence 

PR : Pattern Recognition

The Relation Between AI and PRC 

Fundamental Principles 

Some Recent Development 

Some Applications 

Some Highlighted Future Research Topics

Big Data   



3

Otto von Guericke, (1602 - 1686)

engraving by Anselmus von 

Hulle, (1601-1674)
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Kupferstich Gaspar Schotts zu von Guerickes Halbkugel-Experiment
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Artificial Intelligence

Using computers to solve problems 
that normally can be solved by 
human beings

Machine emulation of human 
behaviors  (Natural Beings)

仿真,人類行為,模仿人類
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Examples:

OCR: Optical Character 
Recognition

Robots

Speech Recognizer

Machine Aided Assistant

ATM Machine : Automatic 
Deposit/Withdrawal etc 15
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Pattern Recognition

Cognize: To Learn(with Brain)

Re-cognize: To Cognize after 
Learning

Pattern: Class of Objects that 
satisfy common properties 
(Characteristics)

Finite versus Infinite Patterns
16
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Examples:

Finite: Today’s audience

Infinite: Integers

Real Numbers

All English Alphabets

Human Faces, Fingerprints, 
Voices, Handwritings, Signatures

etc
17
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PR (Pattern Recognition) and

AI (Artificial Intelligence)
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What are Biometrics?

Biometrics are automated methods of recognizing a person based on the 

acquired physiological or behavioral characteristics 

Finger Scan

52.1%

Keystroke Scan

0.3%

Facial Scan

11.4% Hand Scan

10.0%

Others

12.4%

Iris Scan

7.3%
Voice Scan

4.1%

Signature Scan

2.4%

Percentage of usage (Source: International biometric group)
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A Scenario
Two Al Qaeda suspects were recently taken 

into custody by U.S. immigration authorities as 

they tried to enter the United States after their 

fingerprints were matched with ones lifted by 

U.S. military officials from documents found in 

caves in Afghanistan. 

Why Biometric Technologies?

For Security Reasons

20
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Example 1:

SFinGe - Synthetic Fingerprint Generator

developed at the Biometric Systems Lab,

University of Bologna – ITALY, is utilized to:

compare different fingerprint matching algorithms

train pattern recognition techniques that require large 

learning-sets (e.g. neural network)

easily generate a large number of “virtual users” to 

develop and test medium/large-scale fingerprint-based 

systems (e.g. AFIS)
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Example 2: generation of 
synthetic signature 

3-D model (pressure in on-line model)

Modeling by deformation

Modeling segments (conics, splines) 

Assembling (desegmentation) of   2-D 
model
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Example 3: Privacy protection:

 After enrollment, a true object (e.g. image of face,    
fingerprint or voice signal) is intentionally distorted using 
irreversible transform - Cancelable biometrics (Ratha, Connell, 
Bolle, 2001) 

Skin distortion (fingerprint) 

(source: Biometric Systems Lab, 

University of Bologna)

Face image is warped with bilinear 

interpolation (source: Serif Inc.) 
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• Aileen Wuornos: Female Serial Killer
From 1989 to 1990, prostitute Aileen Wuornos
murdered seven men in Florida, later claiming 
they had raped her. She shot each man 
several times. She welcomed her pending 
execution, telling the Florida Supreme Court, 
“I’m one who seriously hates human life and 
would kill again.” She was put to death by 
lethal injection in 2002; the following year, 
Charlize Theron played her in the movie 
“Monster,” and ended up winning an Oscar.

FACE ANALYSIS

FACE ANALYSIS and 

RECOGNITION
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Application Components

Data Acquisition

Visual Rating 

Interpretation/ingest of physical facial 

features

Interview Analysis

Interpretation/ingest of psychological 

interview

Record Analysis

Interpretation/ingest of known 

characteristics based on record (criminal, 

public, professional, etc.)

48



Create New Face Screen

Here is where new face images 

will be setup and created.

You will first need to select 

from:

Camera or Saved Photos. 

This screen will allow the user 

to adjust the image using 

zoom, pan, and rotate to get 

the image to align with the 

overlay template as close as 

possible.

From 
Saved 
Photos

From 
Camera

About
View 
Faces

Create 
New

Share 
Faces

49



Right 

Composite 

Public Face

Original 

Photo

Normal 

Face

Left 

Composite 

Private Face
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Right 

Composite 

Public Face

Original 

Photo

Normal 

Face

Left 

Composite 

Private Face
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The appearance of a face  and 

its Features  are partially 

genetically related and 

partially reflect its habitual 

use and what his/her life had 

been through.

Those features and patterns 

can be classified into groups . 

Those feature can be 

associate with  personality  

and psychological  

characteristics 

Face Characteristics

52



Right 

Composite 

Public Face

Original 

Photo

Normal 

Face

Left 

Composite 

Private Face
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Facial Analysis Application Overview

Our facial analysis application consists of two 
different components:

• The first is designed to help the user categorize or 
identify suspects: a potential terrorist, serial killer, 
suicide bomber. 

• The second component is designed to help the user 
interrogate suspects more successfully.
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Facial Analysis Application Overview
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Facial Analysis Application Overview

Through the use of a computer analysis application, 
we will be able to compare facial traits of known 
criminals and use that information to identify 
potential suspects:
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Application Components

Back-End

Database
Biometrics

Feature Definitions

Personality Records (criminal, public, professional)

Psychological Interview Assessment

Media Files (images)
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Application Components

Front-End

Web Based Interface
Data Acquisition

Data Analysis

System Administration
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Application Components

3 Primary Functions

Data Acquisition

Data Analysis

Administration
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Facial Analysis Application Overview

Our facial analysis application consists of two 
different components:

• The first is designed to help the user categorize or 
identify suspects: a potential terrorist, serial killer, 
suicide bomber. 

• The second component is designed to help the user 
interrogate suspects more successfully.
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Asymmetric Facial Analysis 
The application will help reveal the private life of a suspect for 
greater results during interrogation. Scientists have shown that 
the right hemisphere of the brain has greater control over the 
left side of the body and the left hemisphere of the brain has 
greater control over the right side. Further research has 
identified that the right side of the brain controls the intuitive, 
creative, holistic, imaginative areas and deals with emotions and 
feelings. The left side of the brain controls the language skills, 
solving problems, a verbal, analytic processing side. 
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Public / Private Examples

Klaus Barbie

Leader of Nazi Gestapo unit in 1942. Convicted of crimes 
against humanity.

Right 
Composite 
Public Face

Original
Left 

Composite 
Private Face
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Public / Private Examples

Peter Manuel

Convicted serial killer. Murdered nine people.

Right 
Composite 
Public Face

Original
Left 

Composite 
Private Face
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Some More Examples:

 Generation of synthesis fingerprints

 Generation of synthetic signatures (handwriting modeling is 

a relevant problem)

 Iris recognition and synthesis

 Information fusion in biometrics

 Speech-to-animated-face (with Biologically Inspired technologies 

group at NASA’s JPL)
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Where do we need biometrics?

 Traditional application: human identification

 Recent advances: 

 Early warning paradigm

 Designing simulators for HQP training systems 

 Sensing in robotics

65



6666

Early detection and warning

Semantic 

domain

Individual

Biometric 

sensor

Signal 

processing

Decision 

making

Raw 

biometric 

data

Basic configuration

Feature

space

66



Application: physical access control system

Sensors Extractors
Image- and
signal 
processing
algorithm

Classifiers

Biometrics

Voice, signature 

acoustics, face, 

fingerprint, iris, 

hand geometry, etc

Data Rep.

Audio 

signal, 

image, 

infrared 

image

Feature

Vectors

Scores

Decision:

Match, 

Non-match,

Inconclusive

Biometric databases

Level 1: 

document-check Databases 

(Watch-list)

Level 2: 

biometrics
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Laboratory experiments

68
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Infrared Images
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Sex Hormone
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Early warning system components:

- Supports facial analysis 

 Skin temperature 

evaluation

 Detection of disguise: wig 

and other artificial materials, 

and surgical alternations

 Evaluation of blood vessel 

flow (modeling expressions)

 Other physiological / 

medical  measurements             

(alcohol / drug abuse)

Infrared biometrics and decision support

Mid-infrared: 3-5 m, far-infrared: 8-12m

Temperature value 32.8754 0C is detected  in 

a point 
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Early warning system components:

Blood flow rate analysis (from infrared)

Visualization 

of the blood 

flow rate 

from the 

upper 

rectangle of 

(a)

Thermal image 

of subject at 

the beginning 

of answering 

the question 

“Do you have 

that stolen $20 

on you right 

now?”

Thermal image 

of subject at 

the end of 

answering the 

question

Visualization of 

the blood flow 

rate from (b). 

The difference 

is significant 

(from    I. 

Pavlidis’ report)
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Early warning system: decision making support

Time: 00.00.00:

Screened person: 45

Warning level: 04

Specification: Drug or alcohol consumption, 

level 03

Possible action:

1. Direct to the special inspection

2. Register with caution

Example: 

Recommendation

(in semantic form)
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Early warning security access control system:

Semantic processor

Gait-biometric processor

Gait features processor

The ground reaction force

Gender

Pregnancy

Fatigue

Injuries

Afflictions

Drunkenness

Ground reaction force 

processor

Discriminative gait 

biometric in semantic 

form

Gait biometrics analysis and decision-making assistance
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Face capturing Fitting points

0001001001010011010

0100100100101100100

1000100001001011010

0100101001001001000

…

File (mesh/colour) 3D Face model

Principle Component Analysis (PCA):
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Perspectives: humanoid robots

 Emotion synthesis

 Robot speech

 Sensing in robotics

Robot head developed by Dr. Marek Perkowski

at Portland State University
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What is Measurement ?

 Just a Comics Joke?

 No! More Than That

It’s Similarity and 

Pattern Matching!
77
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What is Cloud Computing? 
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Software Design 
Fundamentals

Unlike manufacturing processes that produce uniform 
products over time, Cloud Computing not only requires 
software engineers to design unique solutions for a 
specific business context, it also requires moving the 
application and data outside the physical control of the 
organization.  This differentiates cloud computing from 
many other business and technical activities.  Software 
professionals do not work with physical entities, but rather 
with ideas and materials that are unseen and 
uncontrollable by the end users.

As a result, cloud 
computing projects must 
be well managed, which 
may be difficult to 
accomplish under 
sometimes stressful and 
unique business 
conditions.  

Cloud Computing
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The topic of Cloud Computing is divided into five Level-1 topics as depicted in 
the graphic above. The introduction and update will change from time to time 
based on the inherent unsettled nature of the cloud environment and market. 
We will begin our discussions with an Introduction to Cloud Computing. 

Cloud Computing:   Breakdown of Topics                        

Cloud 
Computing

Introduction 
and Update

Economics

Security Governance

Migration

82
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Pattern Recognition

 Cognition (Learning)

 Re-Congition

 Classification

 Identification

 Verification

 Clustering

83
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3D Object Recognition

84
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Table of Contents

 BACKGROUND

 THEORY

 EXPERIMENTS and ILLUSTRATIONS

 FUTURE RESEARCH
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Linear Combination

 Object 1 A1

 Object 2 A2

 Object 3 A3

 Object 4 A4

 Object A4= a A1+ bA2 +cA3 +d

86
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3D Recognition Background

 Widely used

industrial parts inspection

 military target identification

CAM/CAD engineering design

 image/vision understanding, 
interpretation, visualization, 
and recognition

87
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3D Recognition Background

 Recognition 3D objects

 Rigid Objects

 Fixed shapes

 Deformable Objects

 Variable shapes

 Articulated Objects

 Fewer methods proposed 88
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3D Recognition Background

 Our approach—Extended  Linear 

Combination Method (LC)

 Simpler  preprocessing 

 Simpler and faster computation 

 Applicable to many articulated object 
rcognition, understanding, intrpretation, 
and visualization

89
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THEORY

 Extended Linear Combination Method 
(LC)

 based on the observation that novel views 
of objects can be expressed as linear 
combination of the stored views (from 
learning)

 It identifies objects by constructing 
custom-tailored templates from stored two-
dimensional image models. 

90



919191

Linear Combination

model

an image consists of a list
of feature points observed
in the image
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Linear Combination

Recognition:An unknown object is matched 
with a model by comparing the points in an 
image of the unknown object with a template-
like collection of points produced from the 
model

92
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System Desgin

 Visulazation
 Structured objected Method

 a model consists of several images -
minimally three for a polyhedra

Object i 

Component 1 Component n Component j ... ... 

Face 1 Face k ... 

Vetex 1 Vetex m ... 

93
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HOUGH TRANSFORM
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Experiments

 Experitment-1

Match same objects

98



999999

Experiment-1 Result
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Experiment-2
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Experiment-3 …
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Experiment-3 Result
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Experiment-4
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Experiment-4 Result

Rejected

Rejected Too

104



105105105105



106106106106



107107107107



108108108108



109109109109



110110110

Color Biometric Imaging Analysis
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Items to be discussed:

 Clustering and K-means algorithm

 Statistical

 Unsupervised

 Color Representation and Color Image 

Segmentation

111
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Supervised Classification and minimum 

distance classification

 Minimum Distance Classification

 Supervised

 Find the center of known patterns of each class 

 Classify unknown patterns into the class that is 
“closest” to it.





Ci xi

i x
N

1


112



113113113

Color Image Segmentation: 
Hue Component

           C1   

        

             

  Green              Yellow 

            1 

                       Red (H1)  C2  

                 

      

 Blue         Magenta (H2)
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Color Image Segmentation

 Task:

 Study the K-means algorithm in hue space.

 Interesting:

 Periodical Circular Property of hue component

 new Measure of Distance.

 Problem:

 K-means algorithm is based on the measure of 

distance and definition of center

114
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Hue Component Clustering

 Definition 1: Distance of Hue Values

 Definition 2: Directed Distance of Hue Values

 Tricky: Addition of Directed Distance

 Definition 3: Interval and Its Midpoint in H 
Space.

 Definition 4: Center of a Set of Points in Hue 
Space

 Theory: Euclidean Theory of Center in Hue 
Space

115
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Hue Component Clustering

 Definition 1: Distance of Hue Values
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Hue Component Clustering

 Definition 2: Directed Distance of Hue Values

 Tricky: Addition of Directed Distance
 the following vector addition property no longer holds: 
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Hue Component Clustering

 Revisit definition: Interval and Its 

Midpoint in H Space.

 Revisit definition : Center of a Set of 

Points in Hue Space

 Revisit the Proof of Theory: Euclidean 

Theory of Center in Hue Space

118
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Color Image Segmentation

 I and H components are of Interest. 

 Good color image segmentation algorithms 

should consider and combine both

 Variation of light intensity and occlusion:

hue component is better

 Color information is lost:

Intensity component is better 

 Fuzzy member function is introduced
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Color Image Segmentation - Experiment 1
Intensity Distinguishable

(a) Original color image
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Color Image Segmentation - Experiment 1
Intensity Distinguishable

(b) Intensity image
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Color Image Segmentation - Experiment 1
Intensity Distinguishable

(c) Hue image
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Color Image Segmentation – Experiment 
Intensity Distinguishable

(d) Segmentation by hue
123
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Color Image Segmentation - Experiment 1
Intensity Distinguishable

(e) Segmentation by hue and intensity
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Color Image Segmentation - Experiment 2 
Hue Distinguishable

(a) Original color image 125
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Color Image Segmentation - Experiment 2 
Hue Distinguishable

(b) Intensity image
126
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Color Image Segmentation - Experiment 2 
Hue Distinguishable

(c) Hue image
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Color Image Segmentation - Experiment 2 
Hue Distinguishable

(d) Segmentation by intensity
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Color Image Segmentation - Experiment 2 
Hue Distinguishable

(e) Segmentation by hue and intensity
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PR (Pattern Recognition) and

AI (Artificial Intelligence)

140
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Statistical Pattern Recognition
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Syntactical Pattern Recognition
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Structural Pattern Recognition

143
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Histogram Pattern Recognition
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An Example : Chinese Words, 

Learning, AI, and PR
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Word: A sequence of characters 

group

together, that make sense 

(semantically sound, have meanings)

Grammatically speaking:

Syntax => Semantics => Pragmatics

Structure   Interpretation   

Implementation

146



A typical Data (Image, Vision) 
handling paradigm is as follows:

Data (Syntax)  Processing 

Information  Knowledge 
Actionable Intelligence 
(Semantics) 

--> Decision Support 

 Executable actions 
(Pragmatics)

147
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For example:

A=B + C * D                     Syntax

Load C

Muliply  D                         Semantics

Add B

Store A

0001 0001 0011            0011=> “2”

0002 0002 0010            0010=> “3”

0003 0003 0010            0010=> “4”

0004 0004 0001            Mem A : 0001=> 2->6->10

Implementation
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B

C D

A=B+(C*D)

**

+

B C

+

*

D

A=(B+C)*D

149
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Problem of Ambiguity
Ambiguous =>Disambiguate=>Unambiguous

E -> E + E                                     E -> E + F
E -> E * E                                      F -> F * T
E -> a|b|c|d                                   T -> a|b|c|d

E               E                                          E               

E + E          E * E                                    E + F

b  E* E    E + E d                                       F  *  T      

c   d    b    c                                           c      d

150
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Berthod and Maroy(BM) Method dictionary
152
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BM code examples
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Freeman Chain Coding

154



155155155
Extended FCC (EFCC) Dictionary
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Some examples of IEFCC

0 4 6 2 0 0 3 6 2 0
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Some more examples of EFCC

(and IEFCC with bars removed)
157
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IEFCC : 

more accurate, efficient, less 

ambiguous, and no 

backtracking needed

Backtracking of BM method => Extremely time consuming
159
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A doomed miss-recognition as “E” (TLTLTLT)

160
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Chinese words: really 

hard to

Learn? Understand? 

Recognize? Memorize?

Learn

Understand 

Recognize 

Memorize

(Core of A.I. and P.R.) 161
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Characteristics of 

Chinese Characters

 Two Dimensional 

 Non-alphabetical 

 Basically Pictorial 

 Confined in a rectangle (or square) 

 5,000 years of history 

 Used by more than 1.3 billion people 

today! (and rapidly increasing)
162
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Six Methodologies(六書)

 1. Hsiang-Hsing, imitative drafts (象形) 

 2. Chih-Shih, indicative letters (指事) 

 3. Hui-I, Logical aggregates (會意) 

 4. Hsing-Sheng, phonetic complex (形聲) 

 5. Chuan-Chu, derived generalized (轉注) 

 6. Chia-Chieh, borrowing (假借)

163
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Artificial Intelligence人工智能(慧)

 Imagery 形象

 Syntax-Phonetics-Semantics 形,音,意結合

 Logic Connection Between Words 字與字之間
的關聯(共同特徵,圖形) 

 Induction, Implied Meanings: 語意延伸性

1. Logic 邏輯性

2. Semantic Network 語意網

3. Knowledge Representation 知識表達

164
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Chinese words: 
Pictorial, Semantics, Logical Connections

165



166166



167167167
Learning, Knowledge and Recognition
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The character “Learn”
168
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Teach or Learn? or Both?Mirror Image  

LEREN (Dutch) 169
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Love ? or Hate ?
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Good ? Or Evil ?

171
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You ? or Me ?
172
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Optical Illusion: 

one word? or two words ?
173
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Optical Illusions and Visual Phenomena

幻覺和視覺現象
Want to confuse your eyes and brain a bit? 
想讓你的眼睛和大腦陷入迷亂？那麼看一下下面的圖片...

Yes? Then you might want to have a look at the following pics ..

177
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If something‘s rotating – go home, you need a break!

如果感到有東西在轉動 – 你該回家休息一下了！

178
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Take a look at the picture? What do you see? 
看一下這幅照片，看到什麼了？

Research has shown that young children 

cannot identify the intimate couple 

because they do not have prior memory 

associated with such a scenario.

研究结果表明，孩子們看不出這對親密的
夫妻，因為他們没有與之相關的先行記憶

Children see nine dolphins.

孩子們看到的是9隻海豚。

This is a test to determine if you already 

have a corrupted mind. If it is hard for 

you to find the dolphins within six 

seconds, your mind is indeed corrupted.

這個測試用於判斷你的頭腦是否已被腐蝕。
如果你在6秒之内還難以看到海豚的話，
你的頭腦的確遭到了腐蝕。

179
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Concentrate on the cross in the middle, after a while you will 
notice that this
moving purple dot will turn green!
把目光集中在中間的十字，你會發現，移動的紫點會變綠

Look at the cross a 

bit longer and you‘ll 

notice that all dots 

except the green 

one will disappear. 

盯住十字，時間再長
一點，你會發現，除
了綠色的點外，其他
所有的點都消失了。

185
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Coil or circle? 是螺旋的還是圓形的？
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45 = 44 (45-1) ?
190
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Follow the instruction below.  按照下面的指引
1)  Stare at the 4 little dots on the middle of the picture for 30 seconds 

盯住圖片正中間的4個小點達30秒
2)  then look at a wall near you   然後往你附近的牆上看
3) a bright spot will appear  會出現一個明亮的東西
4) twinkle a few times and you‘ll see a figure  閃過幾次後，你會看到一個頭像
5) What do you see? Or even WHO do you see? 看到什麼了？或者看到誰？
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Our Incredible Brain: Think, Learn, 

Understand, Recognize, Illusion
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Our Incredible Brain: Think, Learn, 

Understand, Recognize, Illusion
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God Creates Adam, with LOVE --- Genesis

Michelangelo, Sistine Chapel Ceiling, Vatican
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BU Scientists implemented electrode into 
patients’brain for testing speech control.
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Electricity=> Sky + Cloud + Rain + Lightning

“長恨歌”白居易 :“排空馭氣奔如電 ”唐宪宗元和元年（806）
210
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Words can be simplified, but Love 
can not live without“ Heart   ”
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Relatives need to meet frequently to be intimate.

No matter how busy you are, you must return home 
to meet your relatives
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Refrigerator=> Electrical + Ice + Box
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Sharp => Large (Big) => Contrast  <= Small
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Hanzi vs Kanji
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Hanzi vs Kanji
http://hwr.nici.kun.nl/unipen/hanzi/

223
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The Most Difficult Chinese 
Character Hanzi

最難寫最難讀的一個漢字
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念 biang 第二聲 (大陸的拼音法)

或者連讀：「比昂比昂」
陝西的一種麵食 biang biang 麵

康熙字典中有這個字。 225
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關中的民謠：「一點撩上天，黃河兩道灣，八字大張口，
言字往裡走，你一扭，我一扭；你一長，我一長；當中夾
個馬大王，心字底月字旁，留個鉤掛麻談糖，推個車車
逛咸陽」，就是寫這個字的順口溜。

註解：此字為陝西名吃 biang,biang 面的專用字！
古稱渭水biang,biang。
是古時人用渭河之水和面，做成寬如褲帶的麵條！

也是陝西八大怪之一。猶以咸陽的最為正宗（有圖為證）
！
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這家麵店的～招牌 Logo
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這就是這家麵店的招牌麵

228
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Future Research

 Automatic Recognition: until now we only 
select feature points manually, we expect to 
implement automatic selection of 
correspondence points and  recognition

 Threshold Selection: How to select 
appropriate threshold, which can optimize  
the final recognition result. It is a critical 
point which is still under research.

 Establishing an Imaging Database :Testing 
more Bio-Medical Data, and

 www.ccs.neu.edu/~pwang/3dpr

229



230230230230



231231231231



232232

American humor.

British people understand English well.

Did Osama attend school in England?

Osama sent a messasge to Bush:

370HSSV 0773H
FBI: ? ? ?

CIA: ? ? ?

British: Upside Down !  

232
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Synthetic Biometrics

CALL FOR GRANTS PROPOSALS (CFP2010)

 DHS (S&T) SBIR FY-10.1 - H-SB010.1-005 
Department of Homeland Security  美国国土安全部
Opens: " November 18, 2009 - Closes: January 6, 2010 2:00pm EST

 REFERENCE:

Svetlana N. Yanuschkevich (Editor), Patrick S. P. Wang (Editor), Marina L. 
Gavrilova (Editor), Sargur N. Srihari (Editor), "Image Pattern Recognition: 
Synthesis and Analysis in Biometrics," Series in Machine Perception and 
Artificial Intelligence – Vol. 67, World Scientific Publishing Co. Pte. Ltd., 
Imperial College Press, UK, 2007. 

 https://www.sbir.dhs.gov/

 https://www.sbir.dhs.gov/PastSolicitationDownload.asp#101005

258258

mhtml:file://C:%5CUsers%5CPSWANG%5CDocuments%5C091129_Job%5C(SBIR)%C2%A0DHS%20(S&T)_Synthetic%20Biometrics_URL.mht!https://www.sbir.dhs.gov/
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Big Data , Image Analysis and 
Pattern Recognition

263



 Big data is a broad term for data sets 
so large or complex that traditional 
data processing applications are 
inadequate. 

 Challenges include image analysis, 
especially biometrics images including 
audio and video data, capture, data
curation, search, sharing, storage, 
transfer, visualization, and information 
privacy.
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What is Big Data? - IBM
 Big data is being generated by everything 

around us at all times. 

 Every digital process and social media 
exchange produces it. 

 Systems, sensors and mobile devices 
transmit it. Big data is arriving from 
multiple sources at an alarming velocity, 
volume and variety. 

 To extract meaningful value from big data, 
you need optimal processing power, 
analytics capabilities and skills.
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What is changing in the realm of big data?
Big data is changing the way people within 
organizations work together. 

It is creating a culture in which business and IT 
leaders must join forces to realize value from all data. 

Insights from big data can enable all employees to 
make better decisions—deepening customer 
engagement, optimizing operations, preventing threats 
and fraud, and capitalizing on new sources of revenue. 

But escalating demand for insights requires a 
fundamentally new approach to architecture, tools and 
practices.
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Competitive advantage : Data is emerging as the 

world's newest resource for competitive advantage.

267

Decision making : Decision making is moving 
from the elite few to the empowered many.

Value of data : As the value of data 
continues to grow, current systems 
won't keep pace.
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Big Data: Volume or Technology?

 While the term may seem to reference the volume 
of data, that isn't always the case. The term big 
data, especially when used by vendors, may refer 
to the technology (which includes tools and 
processes) that an organization requires to handle 
the large amounts of data and storage facilities. 
The term big data is believed to have originated 
with Web search companies who needed to query 
very large distributed aggregations of loosely-
structured data.
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An Example of Big Data
 An example of big data might be 

petabytes (1,024 terabytes) or exabytes 
(1,024 petabytes) of data consisting of 
billions to trillions of records of millions 
of people—all from different sources 
(e.g. Web, sales, customer contact 
center, social media, mobile data and 
so on). The data is typically loosely 
structured data that is often incomplete 
and inaccessible.
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1,024 Gigabytes = 1 Terabyte. 

1,024 Terabytes = 1 Petabyte. 

1,024 Petabytes = 1 Exabyte

(In 2000, 3 exabytes of information 

was created.) 

1,024 Exabytes = 1 Zettabyte.

Big Data=> depends on complexity of    

problems
What is a terabyte? What is bigger than a 
terabyte? searchstorage.techtarget.com/answer/Whats-
bigger-than-a-Terabyte

276
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 Volume: big data doesn't sample. It just 
observes and tracks what happens

 Velocity: big data is often available in 
real-time

 Variety: big data draws from text, 
images, audio, video; plus it completes 
missing pieces through data fusion

 Machine Learning: big data often 
doesn't ask why and simply detects 
patterns

 Digital footprint: big data is often a 
cost-free byproduct of digital interaction
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Big data can be described by the 
following characteristics:
 Volume:The quantity of generated data is important 

in this context. The size of the data determines the 
value and potential of the data under consideration, 
and whether it can actually be considered big data or 
not. The name ‘big data’ itself contains a term related 
to size, and hence the characteristic.

 Variety:The type of content, and an essential fact 
that data analysts must know. This helps people who 
are associated with and analyze the data to 
effectively use the data to their advantage and thus 
uphold its importance.

 Velocity: In this context, the speed at which the 
data is generated and processed to meet the 
demands and the challenges that lie in the path of 
growth and development. 278



More expanded version:

 Variability:The inconsistency the data can show at 
times—-which can hamper the process of handling 
and managing the data effectively.

 Veracity:The quality of captured data, which can 
vary greatly. Accurate analysis depends on the 
veracity of source data.

 Complexity:Data management can be very 
complex, especially when large volumes of data come 
from multiple sources. Data must be linked, 
connected, and correlated so users can grasp the 
information the data is supposed to convey.
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Factory work and Cyber-physical systems may 
have a 6C system:

 Connection (sensor and networks)

 Cloud (computing and data on 
demand)[30][31]

 Cyber (model and memory)

 Content/context (meaning and 
correlation)

 Community (sharing and collaboration)

 Customization (personalization and 
value)

280



7D on Big Data Research

 Diversity on applications

 Diversity on data properties

 Diversity on goals / objectives

 Diversity on representations

 Diversity on infrastructures

 Diversity on algorithms

 Diversity on theoretical foundation

Result: Best-Effort Solutions
281



Big Data EveryWhere! 

 Lots of data is being collected 
and warehoused 

 Web data, e-commerce

 purchases at department/
grocery stores

 Bank/Credit Card 
transactions

 Social Network
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How much data?

 Google processes 20 PB a day (2008)

 Wayback Machine has 3 PB + 100 TB/month (3/2009)

 Facebook has 2.5 PB of user data + 15 TB/day (4/2009) 

 eBay has 6.5 PB of user data + 50 TB/day (5/2009)

 CERN’s Large Hydron Collider (LHC) generates 15 PB a 
year 

640K ought 
to be 
enough for 
anybody.
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Gartner Hype Cycle
(Special Report: July 27, 2013)

Big data is at the trough of disillusionment

 IBM

 Accel Partners

 Sumo Logic

 Trifacta

 RelateIQ

 Cloudera

 Hardoop 

(10 times by 2016)

284

Big Data today

http://allthingsd.com/20130124/has-big-data-reached-its-moment-of-disillusionment/gartner_hype_cycle/


Gartner Hype Cycle
(Special Report: July 27, 2013)
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Big Data and the 4 Vs

Volume

Volume

Variety

Volume
Multimodal

Veracity

Volume
True or False

Velocity

Volume
Very FastVery Large

文本

视频

图片

音频
到2020年，数据总量
达40ZB，人均5.2TB

分享的内容条目超过
25亿个/天，增加数
据超过500TB/天
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Examples of Big Data

287

Customer 
Transactions

TID Items 

1 Bread, Milk 

2 Bread, Diaper, Beer, Eggs 

3 Milk, Diaper, Beer, Coke  

4 Bread, Milk, Diaper, Beer 

5 Bread, Milk, Diaper, Coke  

 

Sensor Data

Walmart: 
2.5 petabytes user transaction data per 
hour

Rolls-Royce:
Terabytes of data per day

Scientific 
Research

Large Hadron Collider (LHC) : 
13 petabytes per year

Social 
Network

Facebook: 
Over 800 million active users

And 40 billion photos in its user 
base

Webpages

Over 1 trillion webpages 
(Google)

RFID

1.8 zettabytes in 2011

Courtesy of James Cheng



The Earthscope
• The Earthscope is the world's 
largest science project. Designed to 
track North America's geological 
evolution, this observatory records 
data over 3.8 million square miles, 
amassing 67 terabytes of data. It 
analyzes seismic slips in the San 
Andreas fault, sure, but also the 
plume of magma underneath 
Yellowstone and much, much more. 
(http://www.msnbc.msn.com/id/44
363598/ns/technology_and_science
-future_of_technology/#.TmetOdQ-
-uI)

1. 
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Type of Data

• Relational Data 
(Tables/Transaction/Legacy Data)

• Text Data (Web)

• Semi-structured Data (XML) 

• Graph Data
– Social Network, Semantic Web (RDF), … 

• Streaming Data 
– You can only scan the data once

289



What to do with these data?

 Aggregation and Statistics 

 Data warehouse and OLAP

 Indexing, Searching, and Querying

 Keyword based search 

 Pattern matching (XML/RDF)

 Knowledge discovery

 Data Mining

 Statistical Modeling
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Random Sample and Statistics
 Population: is used to refer to the set or universe of all entities 

under study.

 However, looking at the entire population may not be feasible, 
or may be too expensive.

 Instead, we draw a random sample from the population, and 
compute appropriate statistics from the sample, that give 
estimates of the corresponding population parameters of 
interest.
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Statistic

 Let Si denote the random variable corresponding 
to data point xi , then a statistic ˆθ is a function 
ˆθ : (S1, S2, · · · , Sn) → R.

 If we use the value of a statistic to estimate a 
population parameter, this value is called a point 
estimate of the parameter, and the statistic is 
called as an estimator of the parameter.
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Empirical Cumulative Distribution 
Function

Where

Inverse Cumulative Distribution Function

293



Example
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Measures of Central Tendency 
(Mean)

Population Mean:

Sample Mean (Unbiased, not 
robust):

295



Measures of Central Tendency (Median) 
Population Median:

or

Sample Median:

296



Example
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Measures of Dispersion (Range)

Range:

 Not robust, sensitive to extreme values

Sample Range:
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Measures of Dispersion (Inter-Quartile Range)

Inter-Quartile Range (IQR):

 More robust

Sample IQR:
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Measures of Dispersion 
(Variance and Standard Deviation)

Standard Deviation:

Variance:
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Measures of Dispersion 
(Variance and Standard Deviation)

Standard Deviation:

Variance:

Sample Variance & Standard Deviation:
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Univariate Normal Distribution

302



Multivariate Normal Distribution
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Warehouse Architecture

304

Client Client

Warehouse

Source Sourc
e

Source

Query & 
Analysis

Integration

Metadata



305

Star Schemas

 A star schema is a common organization for 
data at a warehouse.  It consists of:

1. Fact table : a very large accumulation of facts 
such as sales.

 Often “insert-only.”

2. Dimension tables : smaller, generally static 
information about the entities involved in the 
facts.



Terms
 Fact table

 Dimension tables

 Measures

306

sale

orderId

date

custId

prodId

storeId

qty

amt

customer

custId

name

address

city

product

prodId

name

price

store

storeId

city



Star
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customer custId name address city

53 joe 10 main sfo

81 fred 12 main sfo

111 sally 80 willow la

product prodId name price

p1 bolt 10

p2 nut 5

store storeId city

c1 nyc

c2 sfo

c3 la

sale oderId date custId prodId storeId qty amt

o100 1/7/97 53 p1 c1 1 12

o102 2/7/97 53 p2 c1 2 11

105 3/8/97 111 p1 c3 5 50



Cube

308

sale prodId storeId amt

p1 c1 12

p2 c1 11

p1 c3 50

p2 c2 8

c1 c2 c3

p1 12 50

p2 11 8

Fact table view: Multi-dimensional cube:

dimensions = 2



3-D Cube

309

sale prodId storeId date amt

p1 c1 1 12

p2 c1 1 11

p1 c3 1 50

p2 c2 1 8

p1 c1 2 44

p1 c2 2 4

day 2
c1 c2 c3

p1 44 4

p2 c1 c2 c3

p1 12 50

p2 11 8

day 1

dimensions = 3

Multi-dimensional cube:Fact table view:



ROLAP vs. MOLAP

 ROLAP:
Relational On-Line Analytical Processing

 MOLAP:
Multi-Dimensional On-Line Analytical 
Processing
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Aggregates

311

sale prodId storeId date amt

p1 c1 1 12

p2 c1 1 11

p1 c3 1 50

p2 c2 1 8

p1 c1 2 44

p1 c2 2 4

• Add up amounts for day 1

• In SQL:  SELECT sum(amt) FROM SALE

WHERE date = 1

81



Aggregates

312

sale prodId storeId date amt

p1 c1 1 12

p2 c1 1 11

p1 c3 1 50

p2 c2 1 8

p1 c1 2 44

p1 c2 2 4

• Add up amounts by day

• In SQL:  SELECT date, sum(amt) FROM SALE

GROUP BY date

ans date sum

1 81

2 48



Another Example
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sale prodId storeId date amt

p1 c1 1 12

p2 c1 1 11

p1 c3 1 50

p2 c2 1 8

p1 c1 2 44

p1 c2 2 4

• Add up amounts by day, product

• In SQL:  SELECT date, sum(amt) FROM SALE

GROUP BY date, prodId

sale prodId date amt

p1 1 62

p2 1 19

p1 2 48

drill-down

rollup



Aggregates

 Operators: sum, count, max, min,       
median, ave

 “Having” clause

 Using dimension hierarchy

 average by region (within store)

 maximum by month (within date)
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What is Data Mining?

 Discovery of useful, possibly unexpected, 
patterns in data

 Non-trivial extraction of implicit, previously 
unknown and potentially useful information 
from data

 Exploration & analysis, by automatic or 
semi-automatic means, of  large quantities of 
data in order to discover meaningful patterns 

315



Data Mining Tasks

 Classification [Predictive]

 Clustering [Descriptive]

 Association Rule Discovery [Descriptive]

 Sequential Pattern Discovery [Descriptive]

 Regression [Predictive]

 Deviation Detection [Predictive]

 Collaborative Filter [Predictive]
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Classification: Definition

• Given a collection of records (training set )
– Each record contains a set of attributes, one of 

the attributes is the class.
• Find a model for class attribute as a function of the 

values of other attributes.
• Goal: previously unseen records should be assigned 

a class as accurately as possible.
– A test set is used to determine the accuracy of 

the model. Usually, the given data set is divided 
into training and test sets, with training set used 
to build the model and test set used to validate it.
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Decision Trees
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sale custId car age city newCar

c1 taurus 27 sf yes

c2 van 35 la yes

c3 van 40 sf yes

c4 taurus 22 sf yes

c5 merc 50 la no

c6 taurus 25 la no

Example:

• Conducted survey to see what customers were
interested in new model car

• Want to select customers for advertising campaign

training

set



Clustering

319

age

income

education



K-Means Clustering
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Association Rule Mining

321

tran1 cust33 p2, p5, p8

tran2 cust45 p5, p8, p11

tran3 cust12 p1, p9

tran4 cust40 p5, p8, p11

tran5 cust12 p2, p9

tran6 cust12 p9

sales

records:

• Trend: Products p5, p8 often bough together

• Trend: Customer 12 likes product p9

market-basket

data



Association Rule Discovery

• Marketing and Sales Promotion:
– Let the rule discovered be

{Bagels, … } --> {Potato Chips}
– Potato Chips as consequent => Can be used to determine 

what should be done to boost its sales.
– Bagels in the antecedent => can be used to see which 

products would be affected if the store discontinues selling 
bagels.

– Bagels in antecedent and Potato chips in consequent => 

Can be used to see what products should be sold with 
Bagels to promote sale of Potato chips!

• Supermarket shelf management.
• Inventory Managemnt
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Collaborative Filtering

• Goal: predict what movies/books/… a person may be 
interested in, on the basis of
– Past preferences of the person
– Other people with similar past preferences
– The preferences of such people for a new movie/book/…

• One approach based on repeated clustering
– Cluster people on the basis of preferences for movies
– Then cluster movies on the basis of being liked by the same 

clusters of people
– Again cluster people based on their preferences for (the newly 

created clusters of) movies
– Repeat above till equilibrium

• Above problem is an instance of collaborative filtering, 
where users collaborate in the task of filtering information to 
find information of interest
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Other Types of Mining

 Text mining: application of data mining to textual 
documents

 cluster Web pages to find related pages

 cluster pages a user has visited to organize their visit 
history

 classify Web pages automatically into a Web directory

 Graph Mining: 

 Deal with graph data
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Data Streams

 What are Data Streams?

 Continuous streams

 Huge, Fast, and Changing

 Why Data Streams?

 The arriving speed of streams and the huge amount of data 
are beyond our capability to store them. 

 “Real-time” processing

 Window Models

 Landscape window (Entire Data Stream)

 Sliding Window

 Damped Window

 Mining Data Stream
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Streaming Sample Problem

 Scan the dataset once

 Sample K records 

 Each one has equally probability to be sampled

 Total N record: K/N

326



Data Mining and Pattern 
Recognition for Large-
Scale Scientific Data 
(Big Data) 
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• Widening gap between data collection 
capabilities      

and data analysis abilities 
– Data from simulations, experiments, 

observations 
–Terabytes of data, soon to be petabytes
– Complex data (images, time series data) 

•Manual exploration and analysis is impractical 
– Poor utilization of resources
– Potential loss of information 
=>  Need computational tools and   

techniques to work out 
automate the exploration and analysis of 

large, 
complex data sets 

We need an effective way to deal with 
data overload 
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• Data Mining: Uncovering patterns, 
associations, anomalies, and statistically 
significant structures in data 

• Pattern Recognition: Characterization of 
patterns in data

• Pattern: Arrangement or ordering with an 
underlying structure 

• Feature: An extractable measurement or 
attribute 

• Images of Radio Emitting Galaxies with 
Bent-Double Morphology 

What do we mean by the terms Data 
Mining and Pattern Recognition? 
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Data Mining: Key steps in an 
iterative and interactive process 
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Research for scaling data mining to 
large and complex data sets 

• Data pre-processing 
• – Implement effective image processing algorithms 
• – Investigate the use of multi-resolution analysis 
• – Research methods for dimension reduction 
• Pattern recognition algorithms 
• – Consider different algorithms for an application 
• – Implement in an object-oriented framework 
• – Research ways of making them more effective 

and efficient 
• – Examine accuracy versus computational effort 

issues 
• Parallel implementation 
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Data pre-processing: a time-consuming 
but critical first step 

• Extraction of features: image processing and 
wavelets 

– De-noising (noise elimination) 

– Multi-resolution analysis 

• Dimension reduction: identification of key 
features 

– Features with greatest variance
– Principal component analysis 
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Pattern Recognition: need for scalable 
classification and clustering algorithms 

Classification: learn a function to map a data item into 
one of several predefined classes
•Neural networks 

– Genetic algorithms
– Simulated annealing 

Clustering: a task that identifies a finite set of clusters to 
describe the data 
•Graph theoretic techniques 

– Hypergraph partitioning 
– Promising for high dimensional data 
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Pattern Recognition: need for efficient, 

accurate, and scalable classifiers

Classification: learning a function that maps a 
data item into one of several pre-defined 
classes 
•Neural networks: avoid local minima –
Genetic algorithms
– Simulated annealing 
•Decision trees
– attribute selection

– tree pruning 
•Hybrid algorithms
– techniques for combining 

classifiers 
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Pattern Recognition: need for scalable 
and interpretable clustering algorithms 

• Clustering: a descriptive task that seeks to 
identify a finite set of clusters to describe 
the data 

• Implement known techniques 

– k-means 

– fuzzy k-means 

– k-nearest-neighbors 

• Graph theoretic techniques 

– hypergraph partitioning 

– initial promise for high dimensional data 
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Large-scale pattern recognition 
can
benefit several applications

• Visualization
• Computational steering
• Computer Security
• Verification and validation
• Global climate modeling
• Astrophysics (MACHO and FIRST)
• And so on …
=> A capability for large-scale pattern recognition will

strengthen our ability to perform science by 
providing
an effective way to cope with data overload.
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 Mark Gahegan, Centre for eResearch & Computer Science, University 
of Auckland

 http://www.llnl.gov/CASC/sapphire 

 kamath2@llnl.gov

 Visualization in Big Data: A tool for pattern recognition in data stream. 

 Victor Hugo Andrade Soares, Graduate in Information Systems, UFV , 
Joelson Ant^onio dos Santos, Graduate in Information Systems, UFV 
and Murilo Coelho Naldi, Phd. Adjunct Professor-III, UFV 
{victorhugoasoares, joelsonn.santos}@gmail.com, murilocn@ufv.br 

 Revista de Sistemas de Informac ao da FSMA
n. 15 (2015) pp. 30-39 
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Berlin, Germany (Deutschland)
338

Automation ?
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Sorry, They got the wrong person, 

Prof. Theodo Pavidlis vs Bin Laden
341
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Three Illustrations of Artificial 

Intelligence Applications:

Distributive Intelligence
http://www.youtube.com/watch?v=Lo8x

wNaHgBE

Bangkok Food Market: A Train Runs 
Through It 

http://www.youtube.com/watch?v=TKju
aFE-zAY Firebrigade life save 
auction 

http://www.youtube.com/watch?v=n_1a
pYo6-Ow Eating Machine
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A Turing Machine – Overview
http://www.youtube.com/watch?v=E

3keLeMwfHY

--- (Church) Turing Thesis

"Every effectively computable 
function is Turing Computable"

Robotic Walking Legs
http://www.youtube.com/user/DynamicLegLocomotion 
http://www.youtube.com/watch?v=xlOwk6_xpWo&feature=

c4-overview-vl&list=PLF6F8912BDCE92E60 
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