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Otto von Guericke, (1602 - 1686)
engraving by Anselmus von
Hulle, (1601-1674)
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Kupferstich Gaspar Schotts zu von Guerickes Halbkugel-Experiment
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OTTO-VON-GUERICKE-UNIVERSITAT MAGDEBURG
Der Rektor

Prof. Dr. H. Bottger

Otto-von-Guericke-Universitdt Magdeburg - Postfach 4120 - D-39016 Magdeburg OtbsvoniGierickeiUnivanitit Matsiirg
: -von-Gu -Uni

= - Universititsplatz 2
Professor Richard Freeland usgqlgzri:lag:eiurg

President

Northeastern University Tpeal; ((%339911)) 277 ﬁfgg
360 Huntington Avenue

Boston, MA 02115

USA

lhre Zeichen, lhre Nachricht vom Unsere Zeichen Datum

8 Nov 1886

Collaboration with the Otto-von-Guericke-University of Magdeburg

Dear Professor Freeland,

It has been an honour to have one of your faculty members, Dr. Patrick Weng, as our
distinguished Otte-von-Guericke Visiting Professor for Imaging Sciences with us for the past
month. :

This professofship is assigned only every other year and for a tepic of particular current
interest. It reflects the committment to excellence in research and our current emphasis on
Imaging Sciences.

I'hope-that this visit by Professor Wang will lead to collaboration between our scient.ists and
lead to an exchange of students, Shouid you plan a trip to Europe, we would be delighted
to welcome you here in Magdeburg.

For your information, | enclose a broshure describing our activities and profile.

in ere Y, %ﬂ

Professor Harald Bottger
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December 19, 1996

Professor Harald Bottger, Rektor

Otto-Von Guericke-Universitit Magdeburg
Postfach 4120

D-39016

Dear Professor Bottger:

Thank you for your letter of November 8, 1996. We are pleased to learn that Dr. Patrick
Wang, one of our distinguished Computer Science faculty, was honored with the Otto-
von-Guericke Visiting Professorship this past fall.

Northeastern is always interested in exploring the possibility of faculty and student
exchanges with international institutions. We look forward to receiving more
information about the collaborations and/or exchanges you would propose so that we
might better determine whether such programs would be of mutual interest.

In the meantime, may I extend my best wishes for the holidays and the new year.
Sincerely,

Richard M. Freeland

President

cc; Provost Michael Baer
Professor Patrick Wang
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An emergency sign lacks direction

11



To Notre Dame To Notre Dame

To Louvre To Louyre-—-&3es
S EE—— o Y e O e e o LA o it
Not good (ambiguous) Should be (unambiguous)
Emergency Switch ‘ Emergency Switch

e [ T
O s s il

otgood and dangerous(ambiguous) Should be (unambiguous)

12



|

Country, State(Province), City, Street, Number, Last Name, First Name

X At RARALTE AR LA AT

Scanning, Farsing, Searching and Matching {nafural sequence, no backiracking needed)

First Name, Last Name, Street Number, City, State(Province), Country
Prof. Patrick Wang, Northeastern Univ, 360 Huntington Ave, Boston, MA 02115 USA

= . =

L= =

I-_—'_'
il

!

=
lﬂ;_-l

canning, Farsing, Searching and Matching (unnatural sequence, backfracking needed)

-
-

Year, Month, Day Day, Month, Year
= — e ]
(No backtracking needed) _ ———. (Needs backivacking)
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1LArtific:iaI Intelligence

Using computers to solve problems
that normally can be solved by
human beings

Machine emulation of human
behaviors (Natural Beings)

07 B NBAT 7 505 AR
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i):(amples:
R—-Optical Character

Recognition

Robots

Speech Recognizer
Machine Aided Assistant

ATM Machine : Automatic
Deposit/Withdrawal etc




%attern Recognition

ognize: To Learn(with Brain)

Re-cognize: To Cognize after
Learning

Pattern: Class of Objects that
satisfy common properties
(Characteristics)

Finite versus Infinite Patterns

6



Eiamples:
Filite: y’s audience

Infinite: Integers
Real Numbers

All English Alphabets

Human Faces, Fingerprints,
Voices, Handwritings, Signatures

etc

17



PR (Pattern Recognition) and
* Al (Artificial Intelligence)

I1960’s

1970's

1980’s
up to

date 18



What are Biometrics?

Biometrics are automated methods of recognizing a person based on the
acquired physiological or behavioral characteristics

Keystroke Scan Facial Scan
0. 3% 11. 4%

Hand Scan
10. 0%

4

Others
12. 4%

/

Iris Scan

0,
Finger Scan 7. 3%

52. 1%

Signature Scan Voice Scan
2. 4% 4. 1%

Percentage of usage (Source: International biometric group)
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Why Biometric Technologies?

For Security Reasons

’—Ajmario

Two Al Qaeda suspects were recently taken
Into custody by U.S. immigration authorities as
they tried to enter the United States after their
fingerprints were matched with ones lifted by
U.S. military officials from documents found In
caves In Afghanistan.

20



Example 1:

SFinGe - Synthetic Fingerprint Generator

developed at the Biometric Systems Lab,
University of Bologna — ITALY, is utilized to:

@ compare different fingerprint matching algorithms

@ train pattern recognition techniques that require large
learning-sets (e.g. neural network)

@ easily generate a large number of “virtual users” to
develop and test medium/large-scale fingerprint-based
systems (e.g. AFIS)

21
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Fingerprints: New Era

e User convenience
New deployments need

e Cheap & compact sensors

e Fully automated matching

24



Throughput: 100K/day, 365 days/ year

25



Dermatoglyphics
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Fingerprint Formation
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US=VISIT

~ 60 million visitors have been processed
through US-VISIT; 1,100 criminals denied entry



Hong Kong Smart Identity Card

—

omart |dentity
Card Centre




HK Smart ID Card
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Customer pay by fingerprints; no need for cards/cash

32



Fingerprint Matching System

Authentication

Feature
Extractor

‘T Preprocessor

Enrollment




Features




Extended Feature Set

rudmentary
ridge
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High Resolution Sensors
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Are Fingerprints Unique?

5"‘Two Like angerpﬂnts Would be Found .nly
Once Every 1048 Years" scientific American, 1911

The uniqueness of fingerprints has been
accepted over time because of relentless
repetition and lack of contradiction

37



Challenges to Unigueness

. Peer ‘réme\fved and publishe’”d
e General acceptance
e Challenges (USA v. Byron Mitchell, 1999)
e Error rate is not known
e Uniqueness has not been tested



Probability of Random Correspondence

Ares of Tolemnce (C) lnape Avea

1. m=n=52, q=12
; PRC = 4.4 x 1073 |
(Observed value = 3.5 x 10-3)

2. m=n=52, q=26
PRC = 3.4 x 10°*¢

M = A/C=413 (NIST-4 database)

\

Minsatn Area of Overlag(A)
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Match on Card

ﬁ: ‘\
-

Biometric Smart Car
(UPEK Inc.)

Biometric Key Chain
(Privaris, Inc.)

410



Fingerprint Fuzzy Vault

| \ . :-'; - - .'
[ { =) Matching ‘
: Released

Secret
fingerprint 41

Vault (embeds
template
fingerprint and
secret)






e Many societal needs (ldentlty theft fmancnal
fraud, security) require robust, accurate &
cost-effective fingerprint matchers

e It is a proving ground for pattern recognition

143



Example 2: generation of
synthetic signature

@ Modeling segments (conics, splines)

@ Assembling (desegmentation) of 2-D
model

@ Modeling by deformation

@3-D model (pressure in on-line model)




Example 3: Privacy protection:

e object (e.g. Image of face,

fingerprint or voice signal) is intentionally distorted using
Irreversible transform - Cancelable biometrics (Ratha, Connell,
Bolle, 2001)

Skin distortion (fingerprint) Face image is warped with bilinear
(source: Biometric Systems Lab, interpolation (source: Serif Inc.)
University of Bologna)
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FACE ANALYSIS and
RECOGNITION

Ail 2621 V/unhos Famale Serial Killer
From 1989 to 1990, prostitute Aileen Wuornos
murdered seven men in Florida, later claiming
they had raped her. She shot each man
several times. She welcomed her pending
execution, telling the Florida Supreme Court,
“I'm one who serlously hates human life and
would kill again.” She was put to death by
lethal injection in 2002; the following year,
Charllze Theron played her in the movie
“Monster,” and ended up winning an Oscat.

46






Data Acquisition
Visual Rating

Interpretation/ingest of physical facial
features

Interview Analysis

Interpretation/ingest of psychological
Interview

Visual rating i

atd aquisition Analyze Interview {3
. I A
e £ Data analysis [

Facial Analysis Application Password reset request
Support contact




Create New Face Screen

Create
New

Here is where new face images
will be setup and created.

You will first need to select
from:

Camera or Saved Photos.

This screen will allow the user
to adjust the image using
Zoom, pan, and rotate to get
the image to align with the
overlay template as close as

possible. a0
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Facial Analysis Application Overview

Our facial analysis application consists of two
different components:

The first is designed to help the user categorize or

identify suspects: a potential terrorist, serial killer,
suicide bomber.

The second component is desighed to help the user
interrogate suspects more successfully.
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Dataset Structure

Data set | Subjects

D

First Name

Last Name
Manual rating |

Overall shape Meaning
Forehead = Meaning

| Eyebrowse - Meaning

[ Eyes Meaning
Ears - Meaning

Private

Nose - Meaning
Cheekbones - Meaning
Philtum - Meaning

Mouth - Meaning

- Chin - Meaning
{ Autonomous rating

Overall shape - Meaning
| Forehead ~ Meanin 7
Eyebrowse - Meaning
¢ Eyes Meaning 7
Ears Meaning
| Nose Meaning
Cheekbones -~ Meaning
| Philtum - Meaning
| Mouth Meaning
| Chin Meaning

erview data ¢
Record data |¢
7 Private Image Link
}1mages Original Image Link

Public Image Link

K Meaning Definitions

133265874

202458376 '—
1.85492345
264984473
3.32465811 8
484857699 @ Example file store (ID 1 - 12) o
5_65498745
6_12345678
7.55487695
8_66539556
998611427 |

Facial A

lysis Applicati

Manipulation tools

Rotate

Private image

................................... PRRRIINRS Save images

Visual rating T4
Data auisiion

" " Private ®| S
Manual characteristic rating {3 e —
Cheekbones @ 3 of S

Public image

Original image

Overall shape @
Forehead @ 3 options

Eyebrowse @

Eyes @

Ears @ 17 opt

Nose @ 150p

Philtum @
Mouth @ options
Chine ¢

Mlgo Automatically

Public ®

Autonomous characteristic rating {3

Analyze Interview
Analyze Record data [

Any fields

Specific or range field values

Common field values

Tabular @ Column sort

Statistical

Data analysis Ui

Display
Side by side
Multi tab

Tables ® CSV

Images lename = ID.jpg
Add new

Delete
Edit

&
System Administration {J m
-

Combinations

Characteristics @ Biometrics

Meanings

Password reset request

Support contact

Private ©

Public ©


Chart%20All.jpg

Dataset Structure o

Data set

Subjects

ID

‘ First Name

| Last Name

———— {Manual rating}

H Visual data f5{ —=
— - Autonomous rating |#

Ui -

H Interview data} s i Database
—_ Data aquisition 3

‘ Record data i*

Private Image Link Log In o
"/Images| | Original Image Link Web Ul System Administration {3

[ Public Image Link 3 : 5 ; = Password reset request
— ; Facial Analysis Application Support contact
Lot o

Meaning Definitions

& Media files




Dataset Structure o

ID

‘ First Name
| Last Name

Data set

———— {Manual rating}
[ Visual data ||
Subjects

HInterview data |

|&
|

- Autonomous rating |

‘ Record data i*

Rorce
Private Image Link
‘ilmages{ Original Image Link

Public Image Link

Meaning Definitions

Biometrics

Data squisiion
Log In M oats natyss 8
Web Ul

System Administration {3
Password reset request

Support contact

Facial Analysis Application

& Media files




Dataset Structure o

ID
: First Name

| Last Name
—— IManual rating |
H Visual data|-| —————
T - Autonomous rating |#

Data set | Subjects | -

H Interview data ¢ U Database
- Data aquisition 3

“ Record data }*

Private Image Link Log In i °
"/Images| | Original Image Link Web UI System Administration [

’ Public Image Link ) g 5 ; = Password reset request
e ; Facial Analysis Application Support contact
e e

Meaning Definitions 2t
Biometrics 2
%

& Media files




Facial Analysis Application

Data aquisition [

Log In L § Data analysis 3

System Administration {3

Password

Support contact

59



Facial Analysis Application Overview

60



RigHT BRAIN:

Emotion- |
Oriented

+

LeFT BRAIN:
Reality-
Orented

PRIVATE
Face
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Some More Examples:

O Generation of synthesis fingerprints

Generation of synthetic signatures (handwriting modeling is
a relevant problem)

© Iris recognition and synthesis

©® Information fusion in biometrics

©® Speech-to-animated-face (with Biologically Inspired technologies
group at NASA’s JPL)

100
80 i

&0 e 38
40 z

20

20 40 60 80 100



Where do we need biometrics?

O Traditional application: human identification
O Recent advances:

O Early warning paradigm

‘-'- O Designing simulators for HQP training systems
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l Raw
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Application: physical access control system

Level 1. & |
document-check ‘

fix Classifiers 1

Scores

Level 2:
biometrics Sensorsf}+| Extractors
Image- and
signal
processing
algorithm
Biometrics Data Rep. Feature
Voice, sighature Audio Vectors
acoustics, face, signal,
fingerprint, iris, mage,
hand geometry, etg |nfrared
mage

Decision:
Match,
Non-match,
Inconclusive




Identification from database vorification

_ - : 3 ulumm
R ‘ ‘ ! llwuiuml

, ¥ uuml
Mg Verfieation Verification against

synthesized modely




Infrared Images




Sex Hormone




Infrared biometrics and decision support
- Supports facial analysis 32.8754

A0 Skin temperature
evaluation

etection of disguise: wig
other artificial materials,
and surgical alternations

A0 Evaluation of blood vessel
flow (modeling expressions)

" oo

@M Other physiological / . — B

D — .
e

o a&..i&..

medical measurements Temperature value 32.8754 °C is detected in
(alcohol / drug abuse) a point

Mid-infrared: 3-5 pum, far-infrared: 8-12 um

71



iood flow rate analysis (from infrared)

72



Example:
' Recommendation
- (In semantic form)

Time: 00.00.00:

Screened person: 45

Warning level: 04

Specification: Drug or alcohol consumption,

level 03

Possible action:
1. Direct to the special inspection
2. Register with caution

73



Gait biometrics analysis and decision-making assistance

biometric in semantic

Discriminative gait
form

Semantic processor

Gait-biometric processor

(ait features processor

Ground reaction force
processor

Gender
Pregnan
Fatigue
Injuries
Afflictions

Drunker]ness

v v

The ground reaction force

74



Principle Component Analysis (PCA):

0001001001010011010
0100100100101100100
1000100001001011010
0100101001001001000

Fle Edt Model Help

[Geerate | View | Camera | Shape | Texture | Genetic | Tween | Marph | PhotoFit |

All Races | afican | Eurapean | SE Asian | E Inian |

All Races Controls

Step 1 - Optional
Generate | Make 2 random face Set Average | Reset to average face
Step2
"S- Shape morgh, "T" - Texiure morph
Use "Sync Lock' to synehronize movement af the 2 sliders
Use "Rand Lock” to lock this control during randorn face generation
Gender Age Caricature Asymmetry
ST SIT ST
Verymale [ | [ Theaverage | Symmetic
0 Aftractive -
20 Typical ]
LT
40 Caricature
Female
50
Monster o
60
Very female
Viewport Help W 8yne Lock W syne Lack I Syne Lock
Eelal i Eieial tontu Mosiltion I~ Rand Lock I™ Rand Lock I™ Rand Lock ™ Rand Lock
s Race Morphin
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Perspectives: humanoid robots

Robot head developed by Dr. Marek Perkowski
at Portland State University

76
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= \What 1s Measurement ?

= Just a Comics Joke?
= No! More Than That

a[t’s Similarity and
Pattern Matching!
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What is Cloud Computing?

Clients initiating access
§ y

B TR e )

Computers In a network,
providing service.

Clients
accessing the cloud
over a network.

New hardware.,

-
5 - - -
IE - e""

. 7’
Old or defective /
hardware. o« N3 Clients terminating access.
-~
oy g 7 ; §
'*ll T~ B . .
80



Cloud Computing

Unlike manufacturing processes that produce uniform
products over time, Cloud Computing not only requires
software engineers to design unique solutions for a

pecifrec-business-context, it also requires moving the
application and data outside the physical control of the
organization. This differentiates cloud computing from
many other business and technical activities. Software
professionals do not work with physical entities, but rather
with ideas and materials that are unseen and
uncontrollable by the end users.

As aresult, cloud
computing projects must
be well managed, which
may be difficult to
accomplish under
sometimes stressful and
unique business
conditions.

81



Cloud Computing: Breakdown of Topics

Cloud
Computing
Introduction .
and Update Security Governance
Economics Migration

The topic of Cloud Computing is divided into five Level-1 topics as depicted in
the graphic above. The introduction and update will change from time to time
based on the inherent unsettled nature of the cloud environment and market.
We will begin our discussions with an Introduction to Cloud Computing.

IEEE(D) computer society
82



i Pattern Recognition

= Cognition (Learning)
= Re-Congition

= Classification

= ldentification

= Verification

= Clustering



+

3D Object Recognition



i Table of Contents |

= BACKGROUND
= THEORY
s EXPERIMENTS and ILLUSTRATIONS

= FUTURE RESEARCH



i Linear Combination

= Object 1 Al
= Object 2 A2
= Object 3 A3
= Object 4 A4
= Object A4= a A1+ bA2 +cA3 +d




| 3D Recognition Background |

= Widely used
mindustrial parts inspection
m military target identification
mCAM/CAD engineering design

® image/vision understanding,
interpretation, visualization,
and recognition

87



i 3D Recognition Background |

= Recognition 3D objects

= Rigid Objects
m Fixed shapes

m Deformable Objects
m Variable shapes

m Articulated Objects

m Fewer methods proposed 8s



i 3D Recognition Background |

= Our approach—Extended Linear
Combination Method (LC)

m Simpler preprocessing
m Simpler and faster computation

m Applicable to many articulated object
rcognition, understanding, intrpretation,
and visualization




THEORY |

s Extended Linear Combination Method
(LC)

m based on the observation that novel views
of objects can be expressed as linear
combination of the stored views (from
learning)

m [t identifies objects by constructing
custom-tailored templates from stored two-
dimensional image models.



i Linear Combination |

= model
man image consists of a list

of feature points observed
in the image

21



Linear Combination |

+

m Recognition:An unknown object is matched
with a model by comparing the points in an
Image of the unknown object with a template-
like collection of points produced from the
model

92



i System Desgin |

= Visulazation
m Structured objected Method

m a model consists of several images -
minimally three for a polyhedra

‘/4\

Conporert1| ... |Comporentj| ... |Conporert n

FME
Vetex1| ... [Vetexm




Figure 3.1 Articnlated object recognmtion
(1), (1) and (11) are model images of
the closet, (iv) is another view of the same
closet,and (v) is the image of a different closet




door (articulated portion)

’ L
%/N i xd i oints {(nodes
< g T Ll - ang ( )

lines
i -
J main body .~ T,

.
o
- g'.'/

N

=]
[ WS—

Figure 2.3 An example of articmlated featnre extraction
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Experiments

= EXperitment-1
m Match same objects

! Simulation of 3D Object Recognition  [E[=] E3

File Action Help
3Ir§agqtu Be Learme 3 Inagé to Be Recog

Object 1 j Object 1 j
€ feature Paint 1 [ € feature Paint 1 [

™ feature Point 2 [ ™ feature Point 2 I

»

Waminm &nnlab Whindma

:‘i mmbiirm DH:T a :‘i mmbiirm DH:T a




Experiment-1 Result |

Rezult Window

The coefficients of ® coordinates;
alpha: 2.67 betta; -3.39 gamma: 1.94 delta; -45.69

The coefficients of y coordinates;
alpha: -1.05 betta: 0 .44 qamma; 1.61 delta: 017

The coordinates of actual prediction point;
[77.138] - _
The coordinates of calculated prediction paint;
[F7.201]

The diztance bwteen the calculated and actual are 3.0
Baszed on the threshold of 10,44, the recogrition 1 ACCEPTE

|Wamin|:|: Applet Window



Experiment-2

! Simulation of 3D Object Recognition [ll=] E3

File Action Help
3 Ipagd to Be Learne 3 I@age tp BEe Recoa

Ohbject 1 Object 1 j
0 feature Point 1 0 feature Paint 1 [
|

0 feature Paint 2 " feature Paoint 2

:‘i Fm b DH:T 2 = '_I

Rezult Window Ei

The coefficients of ¥ coordinates:
alpha: 7.46 betta; 6.68 gamma: -12.62 delta; -101.22

-
i ‘
E

:‘i mmbearm DH:T 2

|Warning: Lpplet Window

The coefficients of v coordinates:
alpha: Infinity betta: dnfinity gamma; Mak delka; Mak

The coordinates of actual prediction paint;

[78.189]

The coordinates of calculated prediction point;
[26.0]

The distance bwteen the calculated and actual are 196.02
Bazed on the threshold of 12,18, the recoagnition iz REJECTE

|Warning: Applet Window
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Experiment-3

v almulation of U Ubject Hecogmition = O] X
File Action  Help
Image: to Be Learned Image to Be Recognized
4 5 4 5
3 3
1 2 1 2
3

. ) .

atwePornt3 (11245 2| | € featwePant3  [1124514)
feature Point 4 (7221) =3 | € feature Point 4 [?am_]lj

= AT s——— 1

|ﬂ«rhiF‘ara1 dSeIectMnde clear | |ArbiParal JSElEEtMDdE clear

]pemdilnseﬂi Open 1 |M :Ipenﬂlilnseﬂi Open 1 |M
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Experiment-3 Result

Result Window

The coefficients of ¥ coordinates:
alpha: -0.64 betta: 0.77 gamma: 0.86 delta: 1.34

The coefficients of y coordinates:
alpha: -1.79 betta: 1.63 gamma: 1.16 delta: -1.17

The coordinates of actual prediction paint;
(158.130]

The coordinates of caloulated prediction point;
(157.189)

The distance bwteen the calculated and actual ae 1.4
Bazed on the threshold of 11.4, the recognition iz ACCEPTEL

o

Result Window
The coefficients of ® coordinates:
alpha; -0.42 betta: -1.97 gamma: 3.32 delta; 10.95

The coefficients of » coordinates;
alpha: -0.42 betta: -2 03 gamma: 347 delta: 4.34

The coordinates of actual prediction point;
[162.43]

The coordinates of calculated prediction point;
[170.50]

The distance bwteen the calculated and actual are 2,23
Bazed on the threshaold of 11,4, the recognition is ACCEPTED
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Experiment-4

+ Simulation of 3D Dbject Recognition M=l 3
Fle Action Help
Image to Be Leamed Image to Be Recogrized
4 5 45
3 ]
12 1 2
. 3

) . 54 .
CfeatwePort 273 2 [ featue Pant1  (B166) (2
CfeatwePort2 (3373 X| I featwePoint? 7055 (X
| | | J | b

AbiParal  *|Select Mode clear |f-‘urhiF'ara2 'lﬂelectMndE clear

]penﬂtlnseﬂ Open 1 |:In3e1 ]pemdilnsﬂ Open 1 |2Inse1
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xperiment-4 Result

esult Window

The coefficients of » coordinates:
slpha; 076 betta: 1.75 gamma: -1.36 delta: -18.21

The coefficients of v coordinates:
slpha; 067 betta: 1.29 gamma: -1.17 delta: 25.0

The coordinates of actual prediction paint;
143.138]
The coordinates of calculated prediction point:

126.131])

Rejected

The distance bwteen the calculated and actual are 18.38
3azed on the threshold of 11,4, the recognition iz REJECTED

Rejected Too

Rezult Window

The coefficients of » coordinates:

alpha: 1.0 betta; 0.41 gamma; -0.31 delta: -11.61

The coefficients of » coordinates:

alpha: Makl betta: Infinity gamma: Anfinity delta: Hak

The coordinates of actual prediction point:
[133.34)

The coordinates of calculated prediction paint:

The distance bwteen the calculated and actual are 37,16
Bazed on the threzhold of 11.4. the recognition i REJECTED

ok
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30 Object Learming

File Achon
Leamirs lmags 1

Leaming Inage: 3

Mwfarning: Applet wWindow

Leaining Image 2

Image to be recogrized

Leairing Image 1

Foint 1 [371.84)
Paot 2 [95.2010 )
Pairt 3 [173.204]
Foint 4 [193184 )
Fredichon Port [190.106 )
Leamring Image 2
Fairt 1 [69.53]
Bcirt 2 [ 75,142
Pant 3 [126.145]
Foint 4 [151.137]
Fredichon Port [147.75])
Leaming Image 3
Fairt 1 [72)53]
Foint 2 [75.142]
Point 2 [129.144 ]
Fairt 4 [14£9.137]
Fredichon Poit [ 148,78 ]
Irnage to be recogrized
Pairnt 1 [73.,84)
Foink 2 [VE.200 ]
Point 3 [ 194,204 ]
Part 4 [172183]

Frediction Point [170,105]




n Hep

Image to Be Leatned

“oint1
“oint2
“oint3
“cint4

n Point

Open Lid I

_:J Select Model
(62.136)
(133171
(177,109)
(14058 )
(105,49 )

Close Lid |

clear I

Image to Be Recognized

L

I BasketLid ;]

Select Moded

" festure Pointl (60,135)
" fezture Point2 {131,140)
" testure Point3 (175122

" teature Pointd (142,56
& Prediction Point (107.53)

Open Lid I Close Lid I

clear I
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Recognition Result of side view 5%

BaszketlLid *Fldr'S *FleregaI}'laneE Pyramid2
Baszket Flor2 FIeregﬁ*lPlane*l Pyramid?]

_ ArbiParaz Clozet2 . Cylinder

"y

" ArbiParal "~ Closet T Cup

" Basket2
" DBasket

. Brick:2
Brick1

=
L
@
"
)
=
1=
=]
=
=
=
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Threshold of BasketLid vs. angles

15 -

A

—  Cn —
—

Rejecting
Threshold
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Looking from one side, mountains, from the other side, ranges
Far, near, high, low, alt different

fcan hardlv recognize the true face of the Lu Shan mouniain
Simplv because § am in the middle of it

“

/

Wlitten by Su Dong—po, LLth Centuly, Tiamslated by P. Wang, 199/



Color Biometric Imaging Analysis

v S
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]L Items to be discussed:

= Clustering and K-means algorithm
= Statistical
= Unsupervised

= Color Representation and Color Image
Segmentation
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Supervised Classification and minimum
distance classification

= Minimum Distance Classification
= Supervised
= Find the center of known patterns of each class

= Classify unknown patterns into the class that is
“closest” to it.
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Color Image Segmentation.
Hue Component

+

Cia

Green Yellow

-~ Red (H1)

Blu Magenta (H,)

»CZ
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ﬁ Color Image Segmentation

= Task:
= Study the K-means algorithm in hue space.

= Interesting:
= Periodical Circular Property of hue component
= new Measure of Distance.

= Problem:

= K-means algorithm is based on the measure of
distance and definition of center
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’L Hue Component Clustering

s Definition 1: Distance of Hue Values

s Definition 2: Directed Distance of Hue Values
= Tricky: Addition of Directed Distance

= Definition 3: Interval and Its Midpoint in H
Space.

s Definition 4: Center of a Set of Points in Hue
Space

= Theory: Euclidean Theory of Center in Hue
Space
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=Jl Hue Component Clustering

s Definition 1: Distance of Hue Values

d(H1, H2) =+

|Hi-H2)

2n—|H1—H?

Hi—H2
Hi—H?2
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]L Hue Component Clustering

s Definition 2: Directed Distance of Hue Values

a(Hl,Hz):<H2—H1—27t |H2—H1
2n—(Hi—-H2) |H2—Hz1

= Tricky: Addition of Directed

(H2—Ha H2—Hi<n

>m,H2>H1
>, Hi>H?2

Distance

= the following vector addition property no longer holds:

(:T(H1,H3):CT(Hl,Hz)JrCT(Hz,Ha)
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i Hue Component Clustering

s Revisit definition: Interval and Its
Midpoint in H Space.

s Revisit definition : Center of a Set of
Points In Hue Space

= Revisit the Proof of Theory: Euclidean
Theory of Center in Hue Space
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i Color Image Segmentation

= | and H components are of Interest.

= Good color image segmentation algorithms
should consider and combine both
= Variation of light intensity and occlusion:
hue component Is better
= Color information is lost:
Intensity component is better

= Fuzzy member function is introduced

119



Color Image Segmentation - Experiment 1
Intensity Distinguishable

(a) Original color image
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Color Image Segmentation - Experiment 1
Intensity Distinguishable
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(c) Hue imége

Intensity Dist




Intensity Distinguishable

i Color Image Segmentation — Experiment

v/

L/

(d) Segmentation by hue



+

Color Image Segmentation - Experiment 1
Intensity Distinguishable

g

(e) Segmentation by hue and intensity
124



Color Image Segmentation - Experiment 2
Hue Distinguishable

ST
Ay

‘:. ’-.-;" .;, ‘. & .A.P> 4 ] 0
i Sy ’& P T }ll
! \/ - e v W A Y !
/ \ . " .‘, g A
X ) K .

(a) Original color image 125



Color Image Segmentation - Experiment 2
Hue Distinguishable

126



Color Image Segmentation - Experiment 2
Hue Distinguishable
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Color Image Segmentation - Experiment 2
Hue Distinguishable

(d) Segmentation by intensity
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Color Image Segmentation - Experiment 2
Hue Distinguishable

+

(e) Segmentation by hue and intensity

129



\L =3

¥ ‘HAA*:.T—J u (‘J-«.—- J.a-;. I[

ES 71 (RotineVAE _LOCAL IR )
B 110 (A0 {acoumte_canddfTL A0S FR)
ZZRT1/C4 /A0 (Routine_Contrast/4_T1_AX_&)
BB VISR (acoustic_consiiTi_Aa FR)
BB TR (Rousre(FAST_SINGLE_AC _12)
B TRCOR (Rt (FAST _SINGLE_AC T2

Goordge B Michacl: D)

Igoe Sardar 0

Mary 0ot (M)

Mchasl E. Thomas (F)

Norman Felds, 11040

Perry Corson (F)
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With Image Match, you can submit your own DICOM studies to find
similar cases in the MDOL database within seconds. Once you have
identified your query case, Image Match allows you to view all the

images in the study. 130
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After choosing the image that best represents the pathology of the

case, double-clicking on the region where pathology is shown will
activate the Image Match search engine and automatically transfer
you to the Results page.
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Within seconds, you are presented with a side-by-side comparison

of your image to the most similar image in the MDOL database.

You can browse through thumbnail representations of match

results ... 132
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1. B0 EQIDENCE OF m_a;muc_ LESISN.
2. 3 X Z X T CH. LRTESSL LEF
TERTORIAL MEMINGIONS, WITH
SUPRATENTORIAL AND IMFERTENRTORIAL
COMPORENTS SODEHDUH:TRE ERHARCING
MASS SITH SLO0NG THE LIFT MANGIN o2
THE TENIGRIPN HEASTRES SPPROXIMSTELY
Z X 3 OM.

RISTORY:

BOB: [DATE) SEX: F

FINDINCS =

THERE 15 MNOIED TO FE MOOCRATE MUCOSSL
THICKEHING IN THE LEFT MAXILLARY
SIHUS, AND TRERE 15 MILD MUCOSSL
THICKENING IN FRONTSL A0 ETHMOIP SIR
CELLS. THE MIDDLE EARS a0 MASTIolssS
SHE NOMMSLLY MU, SCAMRS
THROUGH TNE SRAIN VERE S2TAINED ViITE
AHD WITHOUT CORTRASY. TEERE ARE
MONMAL SIJEO HIDLING CIRIpAAL
SENIBICLES . THERE IS & SERY TINW
FOCUS ©F 3MSal UESIEL ISCHEMIC
CHANCES IM TRE RICHT FRONTAL
FERIVENTRICWIAR VHITE MARTTER. TRESE
1S HO CIMER fUIDERCE oF SICHIFICANT
ISCHEMIC CHNENGE OR EVISERCE OF PRIGE
INEARCIIGN. BEAIN SIEM IS
BREMFXASLE . THE SCAaNS THROUGE TNE
FOSIERIOR FOISA DEMSNSIEATE A LEFT
SIDED EMSSNCING EXTRER-SXIAL SOF§
JTISSUE MaSS WHICH EAS COMPOHENTS TeaY

. . .view the corresponding clinical reports of the match results, filter

match results by disease class or sub-class, view the entire imaging

series and explore prototypical image examples and textbook

information related to the pathology under review. 133
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The Image Match Atlas page allows you to simply query the MDOL
database by a region of interest that is indicated in a tri-plane view
of a normal brain. It also proves to be an important reference tool

for students and residents in training. 134
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The interactive 3D atlas enables you to locate specific anatomical
regions of the brain with ease. In the index, double-clicking on an
anatomical label moves the ROl markers (») to the appropriate
regions in each of the axial, coronal and sagittal views.
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Conversely, clicking on a region on any 2D image highlights the
corresponding anatomical label in the index.




TEE Imagedq natch >

= W Bacal Gangle Fogon
+ W Coudate
A W P e
~ MR Thalsves
M Lo& Thalsmus
| Aot Thalswee
W Axgodala
+ W Globus Palada:
-, B Stemn

Cotona

Marking the checkboxes displays the anatomy in the 3D rendering.
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Once you have located an ROI, double-clicking on that region
activates the Image Match search engine and again transfers you to

the Results page. You will then immediately have access to patient
cases in the MDOL database that best exemplify the differential
diagnosis relevant to the selected location.
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Introduction

« Glioblazioma muttforma 12 fie fighas! gracda and most
SOMmEon of Hic anrooyiomas

« Prog>»0si5: 16-18 monihs posicoarative survival wih
racumenca ighiy ikeaty

« Treamsent Surgary, radaion Herapy. and chamotherapy

Radiographic Appearance

. Larg-:' 393(6651"-‘6 Bppeanng mass Wit prom nant
sSurcLnang T2 ypannenss signal

» Thisincreased T2 signal |as . which represents boh
SUNTOLNCA NG adaema Aand MICroSSonic Imor eactansion, hasa
propensity 1o spread along while maler ¥acts and 3aoss
miding ohen UYMh e corpus callosum.

o Enhiencainsnt Soid, hekiogenous of ring. Wiwen fare is
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= Nacmic components (T2 hypamnianss) r’m_{ and foct of
hemomrha s are common |

Pathology Characteristics

« Muitcbulaled apgearance |55
« Extensive edama

The Image Match Reference page offers an index of all the
pathologies represented in the MDOL database. Every disease state

has a corresponding Reference page that displays prototypical
image examples and textbook information. 139



PR (Pattern Recognition) and
Al (Art|f|C|aI Intelllgence)

1960’s | AN )
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Statlstlcal Pattern Recognition

. .
. AL L) ) . »
. . 2
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Syntactical Pattern Recognition
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Structural Pattern Recognition
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iIstogram Pattern Recognition

Cucsi-lccol feature
( Glucksmon )
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An Example : Chinese Words,
Learning, Al, and PR
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Word: A sequence of characters

roup
together, that make sense
(semantically sound, have meanings)

Grammatically speaking:
Syntax => Semantics => Pragmatics

Structure Interpretation
Implementation
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A typical Data (Image, Vision)
hindling paradigm is as follows:

Data (Syntax) = Processing

Information = Knowledge =
Actionable Intelligence
(Semantics)

--> Decision Support

—> Executable actions
(Pragmatics)
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For example:

A=B+C=*D

s

Muliply D
Add B
Store A

0001 0001 0011
0002 0002 0010
0003 0003 0010
0004 0004 0001

Syntax

Semantics

0011=>“2”

0010=> *“3”

0010=> “4”

Mem A : 0001=> 2->6->10
Implementation
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A B+(C*D) A=(B+C)*D

X

D

A /\
/N
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Problem of Ambiguity
i Ambiguous =>Disambiguate=>Unambiguous

E->EFE E->E+F
E->E*E F->F*T
E -> alb|c|d T -> alb|c|d

A A A
BT

L 4



Leart mummmme-KDOW pmmmm- Recognize

B (Representation)
‘ help (Memorization) (Understanding)
I‘IIIIIIIIII ‘IIIIIIII'
Accumulated Knowledge Feedback

(Through Reenforcement)

Learning Cycle:
knowledge, recognition, understanding, representation

151



Code Symbols Code Svmbols

M 0) T™ S
MLT ] TLTTT M
MM M TRM DP
P CLU TRLMLT AF
PLT EGQ TRMLTLT E
PLTLT E TRMM B
PM S TRMRM BR
PRT G TRBT R
PT G TRTTLT AFK
TLM DPJ TRTTLTLT E
TLMM BR TRTTT N
TLMRM B TRTTT M
TLMT R TT LV
TLT XYT TTLT ]
TLTLT AFHIKNYZ  TTLTLT E
TLTLTLT E TTT ZNS
TLTT N TTTT WM
TLTTM

Berthod and I\/Iaroy(BI\/I) Method dlctlonary



o“
ooooooooooooooooo
. "

.
.....

.'
. -
........

TLM
PM
TTTT TRMLT -
PRT
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Freeman Chain Coding



0462050
046
0462050
04640
21
245670123406
3456701
4620
4675
5670123
575
51715
527

602
620657
6275
670
6157
620657
620765
62716
627575
7171
715

E
fl‘\

E

I

\Y
G
CO
F

S
CO
S

N
XY
U
R
DP
L
K
R
DP
M
B
W
\/’

076526
04620
0464

161

2121
2716
4560
462050
560
567012367
51630
51730

61

6157
62065765
6420
67012
61630
62065765
6271
6275

630

72

725

%gzw:::c:uwx.—*:»:».oom“ggzuq-g

<

X

Extended FCC (EFCC) Dictionary



(a) (b)

04620 03620

Some examples of IEFCC



---------------
- ~.
*

.
. e
:lln-"'"'

------------ CES B T
? G 2 ’
? '3.: I\ ------------- - LR :: ............. LA
1616 620647 063050 50364051602 50363050
. o
e, O, s \/'

English letters Chinese Characters

Some more examples of EFCC
(and IEFCC with bars removed)
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0462050
046
0462050
04640
21
245670123406
3456701
4620
4675
5670123
575
51715
527

602
620657
6275
670
6157
620657
620765
62715
627575
7171
715

VV

076526
04620
0464

161

2121
2761
4560
0462050
560
567012367
51630
51730

61

6157
62065765
6420
67012
61630
62065765
6271
6275

630

72

725

T

<2<

gZumademRb>roQEQz

n<
v

Improved EFCC(IEFCC) chtlonarym



slEFCC.
i—mﬁre—aecurate, efficient, less

ambiguous, and no
backtracking needed

A AF
TLTLT tree ool oK N R
100t Z
NS A NS ~r — O

Backtracking of BM method => Extremely time consuming
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A doomed miss-recognition as “E” (tLtitin)
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Chinese words: really

i hard to
earn? Understand?
Recognize? Memorize?

_earn
Understand
Recognize
Memorize
(Core of A.l. and P.R.)



Characteristics of
* Chinese Characters

= Two Dimensional

= Non-alphabetical

= Basically Pictorial

= Confined In a rectangle (or square)
= 5,000 years of history

= Used by more than 1.3 billion people
today! (and rapidly increasing)

162



ﬁ Six Methodologies(7%&)

= 1. Hsiang-Hsing, imitative drafts (&)

= 2. Chih-Shih, indicative letters (}§38)

= 3. Hui-I, Logical aggregates (&%)

= 4. Hsing-Sheng, phonetic complex (&)
= 5. Chuan-Chu, derived generalized (¥¥)
= 6. Chia-Chieh, borrowing ({&1&)
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ﬁrtificial Intelligence A T 55 8E()

= Imagery 48
= Syntax-Phonetics-Semantics ¢, & . BfES
= Logic Connection Between Words SFE=F 2 [
R B R (3 B 4 1, [ )
= Induction, Implied Meanings: §&& ZE{R1E
1. Logic sBER 1
2. Semantic Network & &1
3. Knowledge Representation %l1583%
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T )48 - [E )48

ﬁ_*g T

(SUN} S (HORIZON) => E] (DAWN)

e ——

s E' = / SRR
A (MOON; D, (HALF MOON) >> (DUSE;
H == or

=> /\ (EUAgany T+ (confmedin) a.’CELD S D (PRISONER)
Chinese words:
Pictorial, Semantics, Logical Connectjons
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Learl mammmme-K10V pgmmmp- Remﬁnlze

B (Representation)
‘ help (Memorization) i (Understanding) -
Idllllllllll ‘IIIIIIII’
Accumulated Knowledge Feedback

(Through Reenforcement)

Learning Cycle:
kmowledge, recognition, understanding, representation
Learning, Knowledge and Recognition
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‘ x
>L ’ CT (
=
b x a bit continious transformation

S
LEARN

/ \ => 2 hand holding a stick /,9\ Teacher with two hands

uncovering
—= father. master. teacher Clouds
(authonty, e.g. conductor)
of fover)

= X o / disciple (student, child)

A
The character “Learn”
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Teach or Learn? or Both?Mirror Image
L EREN (Dutch




| ove ? or Hate ?

170




Good ? Or Evil ?
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You ? or Me ?
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Optical HHlusion:

one word? or two words ?
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O Iny srmat poelpe can raed tihs.

I cdnuolt blveiee taht I cluod aulacity

uesdnatnrd waht I was rdanieg. The

phaonmneal pweor of the hmuan mnid,

aoccdrnig to a rscheearch at Cmabrigde
Uinervtisy, it deosn't mttaer in waht oredr the
Itteers in a wrod are, the olny iprmoatnt tihng
is taht the frist and Isat Itteer be in the rgh it
pclae. The rset can be a taotl mses and you
can sitll raed it wouthit a porbelm. Tihs is
bcuseae the h uamn mnid deos not raed ervey
Iteter by istlef, but the wrod as a wilohe.
Amzanig huh? yaeh and I awlyas tghuhot
slpeling was ipmorantt! if you can raed tihs
psas iton !!

Psas Ti ON'!
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FYOU CAN READ THIS YOU HAVE A STRONG MIND!

fTH15 M3554G3
S3RV35 70 PROV3
HOW OUR M1TNDS C4N
DO 4AM4Z1TNG 7THTNGS!
TMPR3551V3 TH1NGS!
TN 7H3 B3GTNN1TNG
17 WAS H4RD BUY
NOW, ON 7H15 LIN3
YOUR M1ND 1S
R34D1NG 17
4U70M471C4LLY
W17H OU7 3V3N
THINK1TNG 4B0U7 17,
B3 PROUD! ONLY
C3R741N P30PL3 C4N
R3AD 7H195.

PL3453 FORW4RD 1F
L) CAN RBR34AD 7H156
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HOF

J&= U+ y= Ju+  yy-vu U &
wEt"  j178T 7?MPC  HNUSE-  Ej&u-
0=K~ yHH:Oum+ UMMk  BMNTO: H1="7"

jO&0OH: "ODH?"E™ UOH1 BB?1° jCf’U:
uM1H1 jB-j1 uwHhHh=--SB)B- BkJUk
“HI’OH j"""N1 "“OHOK™ HSH"Da jP'N ~
LY R I]I L} jUHT T e ARAR L}

S T BRI RS SRS Em @il » FIH—SE—EFE g LEiE T —5E81l
ALIREIE B « MBI R MEHEREIAIS - =2 T AhEdE T R, TERE B
IEEREASIE | o EEREEERSIMARE. BEFESESE  AEHEFETEE  FiiER
AR P R

BRI T8 AIEATRE R T E R » WS Ra: E - Sios LRE—RREHTH
EEEEEEZE. HALERIAE T =SSR BRI Em @il —FER3nEE » I TEe
B —A—dPEEnE o SRS R R B R HE B EREEEE T —
HEELES LR IR A E MR SR 3 . R — F R |

H AL FERIERGATE » B SUEEELS » EEE | EEE - E R L R L B E e
% BETEREER ST SR R TEEE

185858 IR EESIERES - AFIIF SRR EE - SEEIRENEERERS - miR— T
SEEIERE T8 » 5= —EE B 2mahF - (2T iERES, EEESE AR L F
0 N EEGE—TE T A FEHETETME R EHERALE + MET (T2 FthEir i
—{RiEiERI T ¢ LPENE T RiE— 0 RimAl LIS R IR,

HsFEEE « TEIRELSLAT A £ - ol LI —{E=ER SR e |
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Optical Illusions and Visual Phenomena
SIBFHAERER

nt to confuse your eyes and brain a bit?
HZ (RAIBRFEFI KA AREL ? MEE — T TEHME ...

#Then you might want to have a look at the following pics ..

2% %% a0y %
® oo Oo0© oo o
l.\ '.\ ‘.\ '.\

e®s % «fs a9,
<@ <P @ o O <P @ @
'.\ l.\ l.\ l.\


http://www.michaelbach.de/ot/

If something‘s rotating — go home, you need a break

INREEEARATEY - RRBEIRAER—TT !




Take a look at the picture? What do you see?
B TEEEH, BEIMET 7

Research has shown that young children
cannot identify the intimate couple
because they do not have prior memory
associated with such a scenario.

WA KRR, Z T MEA L E SR
K2, DR B2 A B e AT R IR

Children see nine dolphins.

R 229K .

This is a test to determine if you already
have a corrupted mind. Ifitis hard for
you to find the dolphins within six
seconds, your mind is indeed corrupted.
A2 {18 Y FH P Sl AR 1) BB 2 5 A0 T
WERARAEORD 2 NI 5 LLE 2K ARG
PR BRI RS 2 11 A
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Bill Clinton? Or Girl? Or Both?



=
2




P
P

NPT p————

T —— T
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BEFORE 6 BEERS
Ve
IJ,.r-"
Y4
AP
xé@;s

Sd338 9 Y3137



Concentrate on the cross in the middle, after a while you will
notice that this
moving purple dot will turn green!

BEAKRPEPRENTF, MERE, BRI R

Look at the cross a
bit longer and you‘ll
notice that all dots
except the green
one will disappear.

T+, BRHBER
TRRERESN, HAl
A IBEERIER T -




Coil or circle? RiZIErERE M ?







Checker-shadow illusion:
The squares marked Aand B
are the same shade of gray.




Checker-shadow illusion:
The squares marked A and B
are the same shade of gray.

Erase all parts other than blocks A and B



| SE L NE
| IRESEBET
I T

| m—anpee
| ER24EE

2 IEEBEEBEIEAR ?

45 = 44 (45-1) ?



Follow the instruction below. {ZE T HEHAYFESI

1) Stare at the 4 little dots on the middle of the picture for 30 seconds
T4¥ B F E P Er94E /N E8E30F)

2) then look at a wall near you RREMHHIROELE

r &HIE—{EAEER

nkle a few times and you'll see a figure FJiB#XR#%, {REFF—EEE
5) What do you see? Or even WHO do vou see? BE|HFET ? BB FIH?
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Our Incredible Brain: Think, Learn,
Understand, Recognize, Illusion
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Our Incredible Brain: Think, Learn,
nderstand, Recognize, lllusion




TEN GOLDEN RULES FOR TEACHING
COMPUTER SCIENCE

Andrew S. Tanenbaum

Dept. of Computer Science
Vrije Universiteit
Amsterdam, The Netherlands

http://www.cs.vu.nl/~ast/
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SCIENCE

When God created the universe, like many
implementers who came later, he did not

bother writing any documentation



197




ITALIA

T _me S iTBRE LT AR . e
L5\ TFIURFEM RS « TERT #] L §}3 i #‘ 4§-’T‘
MRV FASFRE—RFAE—REERILEY TR\ - — )
1 BTG s R4 '*‘LJHE'H?“KW fEiE - REREBHZN - 1§
G BEARFOATEET « [ BRIV | MEEH 88

) \ == A t‘ ——
L ,nl?‘l,,,_\ | @ o) I¥ "2"2



. oy
- )
N
)
5 =N

-
i
O e %

God Creates Adam, with LOVE --- Genesis
Michelangelo, Sistine Chapel Ceiling, Vatican
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%ﬁ@g Wﬁf@_ﬁgﬁgfxg/ﬁ 1%? v i G //, 7 Wi

A h =T Y Wﬁé‘
ng,z.‘bc LORD God formed man of thgs
N dusz‘ of the ground, azzd
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N -Sl!h
AP PARREOTHALIETE
(B T % 2% (5B17)







#* A BA R B ah ok
(BT =% (EB17)




EEMHM$§.gL







‘ // m &= =y ::_’;_".;.-a gi\"illg hand
\ \ (CT) —— %E.gfl-ln.covering -
% (giving, sacrificing)

l / a bit continuous n‘ansformanon = 3 - o) heart
B = gg};@.«{one 5) nheal

: 2 (o)
" = P-receiving hand
/X_ L O VE = (the needy)




-|” \
PR cT )

T
ELECTRICITY ‘E

/\ T ———————
- Q Thundering Rain Drops from Clouds Under The Sky
- | e e : .
Z1 — == Lightning Flash
N e N s => ELECTRICITY
— SUpENMPOSItion I y ’E emor ) 9hor

an

-

J

Sky
Cloud

Rain Drops

Two Hands Holding A Long Stick
(Lighming)

Electricity=> Sky + Cloud + Rain + Lightning
“RIBIBREZ “HFEER%?EM% " ERRTATE (806)









BifERd. §




UL TSNS FEL ] T

LANIETRERR




Ll LA, % SRED!

ot

Words can be simplified, but Love
can not live without“ Heart ¥’
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= A% W R
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Relatives need to meet frequently to be intimate.
No matter how busy you are, you must return home

to meet your relatives










Ist iteration ndit
N(E L
LearnM‘) EE’WJ( AL Know Recognize
L@ / (Representation)
help (Memorization) (Understanding)

Accumulated Knowledge Feedback

Refrigerator=> Electrical + Ice + Box

220



Ist teration

2nd 1t.
o §
Learm | | /)\ Know Recognize
‘ J) }\) (Representation)

help (Memortzation) (Understanding)

Accumulated Knowledge Feedback

Sharp => Large (Big) => Contrast <= Small
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Hanzi vs Kanjl

---Original Message-----

F'rom: Lambert Schomaker <«<SCHOMAKER@NICT .KUN.NL>
[SMTP : SCHOMAKER@NICT . KUN.NL]

Sent : Monday, December 23, 1996 1:57 AM
To: Multiple recipients of list SCRIB-L
Subjecl : Two WWW addresses (Archives and {K,H}an{j,z}i )

Dear Scrib-1 subscribers,.

I would like to draw you attention to two WWW addresses.

Fitsgt, in order to make the browsing through Scrib-1 discussions
easler, Lthere ig: x

http” //www.cogsci.kun.nl/cgi-bin/lwgate/SCRIB-L/archives/
Second (in light of the recent discussion on Kanji) there s
the following page: * .
http://hwr.nici.kun.nl/unipen/kanji/

***************'k*******************************************_jk*******

Please note that I did not know that there was an alternative
word for Kanji. Thus I created an alternative address:

http://hwr.nici.kun.nl/unipen/hanzi/
*************‘k****'k**********************************;k**'k**********

These pages are mainly intended for Westerners who .scarcely get the
opportunity to visgualize Asian character sets on their screen.
I have extracted .gif images from Jim Breen’'s KANJIDIC. v

Enjoy! 222



Hanzi vs Kanjl
http://hwr.nici.kun.nl/unipen/hanzi/

Kanji and Hanzi

In respond to the request from Patrick Wang to add a link referring to Hanzi, the NIC]
has added this page.

You will be forwarded to the kanji webpage in 30 seconds.

According to Bob Davidson (Bob_Davidson(@cpgm.mail.saic. COM):

"Hanzi are the semi-ideographic syllabic/whole-word characters that writers of Chinese
use (regardless of their language/dialect); Kanji is a set of Japanese semi-ideographic
characters, which were borrowed/derived from the Chinese Hanzi long ago."


http://hwr.nici.kun.nl/unipen/hanzi/

‘aThe Most Difficult Chinese
Character Hanzi

RN —EEF



: 3 it i ELRe 25
Bl _Ef£T bbshoo. .magi{ﬁﬂ.

= biang 5 =2 (KEMHEIE)

B EEE  [LE S5
PRPa R —FEEA R biang biang %
JKEEH_I ‘~E3ﬁ§§1ﬁ ?o




)25 IR = - T
31 HEREEF IO,

BRI APRELKN biang,biang THEATE !
B #8;8sKbiang,biang.
=t A RER 2 K HE, M= TR {E !

Hl_ﬂ,%mﬁl\jtﬁz—o LRSI & IE R (A E4AEE)
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Future Research

= Automatic Recognition: until now we only
select feature points manually, we expect to
Implement automatic selection of
correspondence points and recognition

= Threshold Selection: How to select
appropriate threshold, which can optimize
the final recognition result. It is a critical
point which is still under research.

= Establishing an Imaging Database : Testing
more Bio-Medical Data, and

= WWW.CCS.nheu.edu/~pwang/3dpr

229
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©'90 BISTINGLORE
DIST.BY L ATINESSYND.

1 THINK You
- MIGUNDERSTOOD
WHAT 1 SA\D




American humor.

ritish people understand English well.
Id Osama attend school in England?
Sama sent a messasge to Bush:

3/0HSSV 0773H
FBI. ? ? ?
CIA: ? 7?7
British: Upside Down !

HELLO ASSHOLE
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WHAT KAPPENED?
WHATYS THE MATTER?

1 60T KIT ON THE FINGER
WITH A FOUL TIP...

COCTTOITTS

' -




To Notre Dame To Notre Dame

To Louvre To Louyre-—-&3es
S EE—— o Y e O e e o LA o it
Not good (ambiguous) Should be (unambiguous)
Emergency Switch ‘ Emergency Switch

e [ T
O s s il

otgood and dangerous(ambiguous) Should be (unambiguous)
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An emergency sign lacks direction

239



Boston subway trains. An emergency exit sign shown in
the following photo 1mage, saying: “TO OPEN DOOR

MANUALLY, BREAK COVER, TURN HANDLE!”
But this sign lacks direction of handle bar rotation :

should the tum be clockwise J ? or counter-clockwise
)9
Notice that in emergency, one does not have time to

hesitate, or cut and try ! One second delay may mean
tens of lives lost !



Il we had enough alert and prevention 1n advance,
disasters ke 9/11 may never happen, and at least
casualties may be much lower! Hope from now on, we
all can learn the lesson, and be more cawtious, [rom
hierarchical structure, ambiguity and PR  point of

view, (0 Save fime, man power, energy cost, mongy,
best of all, 1t can save precious lives! See Figure 3 |
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| Adest I this 0fest?
2 /6T %%76 Is fﬂ/w ATl

3@%5%@%%’@%07)/{/)
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The parly begins.

Ny s h W

2 drinks later.

j (& iy JT.. ) A
Alter 4 drinks. ;
Alter 5 drinks.

C) Cinn HA. . il | Ll =
7 drinks in all. e

o ,
=

—

The more you drink, the more coordination you
lose. That's a fact, plain and simple.

Still, people drink too much and then go out and
expect to handle a car.

When you drink too much you can’t handle a car.

You can't even handle a pen.






Easy to Learn " '- - -’ " Easy to Recognize

Hard to Learn TITIL . Hard to Recognize



|

Country, State(Province), City, Street, Number, Last Name, First Name

X At RARALTE AR LA AT

Scanning, Farsing, Searching and Matching {nafural sequence, no backiracking needed)

First Name, Last Name, Street Number, City, State(Province), Country
Prof. Patrick Wang, Northeastern Univ, 360 Huntington Ave, Boston, MA 02115 USA

= . =

L= =

I-_—'_'
il

!

=
lﬂ;_-l

canning, Farsing, Searching and Matching (unnatural sequence, backfracking needed)

-
-

Year, Month, Day Day, Month, Year
= — e ]
(No backtracking needed) _ ———. (Needs backivacking)
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Lotfi A, Zadeh (Jeft) and Patrick S.P. Wang (right)

Dear Patrick

Many thanks for vour message and the kind words.

[ appreciate very much what you wrote. As you know, I am highly im-
pressed by vour achievements. With regard to the foreword, I have a problem.
After my heart attack in December 2008 my vision and my hearing have ex-
perienced a decline. Today, to read printed matter I haye to use a magnifying
glass. Reading messages does not present a problem but reading & book does.
This is why writing a foreword — even to a book dedicated to my admired
friend, K.S.Fu, would be stressful. Tt is a source of great regret for me not to
be able to respond affirmatively to your invitation. Please keep in touch

With my warm regards.
Sincerely,

Lot

Lotfi A. Zadeh

Professor in the Graduate School
Director, Berkeley Initiative in Soft Computing (BISC)
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In Honor and Memory of Professor King-Sun Fu {5 & #3%

Editor

Patrick Shen-Pei Wang
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King-Sun Fu
(10/2/1930 [Nanking, China] —4/29/1985 [D.C. . USA])
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’ég Data , Image Analysis and
Pattern Recognition
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| = Big data is a broad term for data sets
complex that traditional
data processing applications are
inadequate.

= Challenges include image analysis,
especially biometrics images including
audio and video data, capture, data
curation, search, sharing, storage,
transfer, visualization, and information

privacy.
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What is Big Data? - IBM

= Big data is being generated by everything
t-ati-times.

= Every digital process and social media
exchange produces it.

= Systems, sensors and mobile devices
transmit it. Big data is arriving from
multiple sources at an alarming velocity,
volume and variety.

= [0 extract meaningful value from big data,
you need optimal processing power,
analytics capabilities and skills. -



What is changing in the realm of big data?

Big|data is changing the way people within
org@nizations work together.

It IS creating a culture in which business and IT
leaders must join forces to realize value from all data.

Insights from big data can enable all employees to
make better decisions—deepening customer
engagement, optimizing operations, preventing threats
and fraud, and capitalizing on new sources of revenue.

But escalating demand for insights requires a
fundamentally new approach to architecture, tools and
practices.
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o

Competitive advantage : Data is emerging as the
world's newest resource for competitive advantage.

N
(-i'-)

Decision making : Decision making is moving
from the elite few to the empowered many.

e
=T g
.’.’ ‘-‘4'-

Value of data : As the value of data
continues to grow, current systems
won't keep pace.
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2012
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Big Data: Volume or Technology?

= While the term may seem to reference the volume
of data, that isn't always the case. The term big
data, especially when used by vendors, may refer
to the technology (which includes tools and
processes) that an organization requires to handle
the large amounts of data and storage facilities.
The term big data is believed to have originated
with Web search companies who needed to query
very large distributed aggregations of loosely-
structured data.
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An example of big data might be
petabytes (1,024 terabytes) or exabytes
(1,024 petabytes) of data consisting of
billions to trillions of records of millions
of people—all from different sources
(e.g. Web, sales, customer contact
center, social media, mobile data and
so on). The data is typically loosely
structured data that is often incomplete
and inaccessible.

;n Example of Big Data

275



1,024 Gigabytes = 1 Terabyte.
1,024 Terabytes = 1 Petabyte.
1,024 Petabytes = 1 Exabyte

(In 2000, 3 exabytes of information
was created.)

1,024 Exabytes = 1 Zettabyte.
Big Data=> depends on complexity of

problems

What is a terabyte? What is bigger than a
terabyte? searchstoraqe techtarqet com/answer/\Whats-
bigger-than-a-Terabyte
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http://searchstorage.techtarget.com/answer/Whats-bigger-than-a-Terabyte

= Volume: big data doesn't sample. It just
observes and tracks what happens

|. Velocity: big data is often available in

= Variety: big data draws from text,
images, audio, video; plus it completes
missing pieces through data fusion

= Machine Learning: big data often

doesn't ask why and simply detects
patterns

= Digital footprint: big data is often a
cost-free byproduct of digital interaction
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Big data can be described by the
following characteristics:

o Volume The quantity of generated data is important
. 1he size of the data determines the
value and potential of the data under consideration,

and whether it can actually be considered big data or
not. The name 'big data’ itself contains a term related
to size, and hence the characteristic.

= Variety:The type of content, and an essential fact
that data analysts must know. This helps people who
are associated with and analyze the data to
effectively use the data to their advantage and thus
uphold its importance.

= Velocity: In this context, the speed at which the
data is generated and processed to meet the
demands and the challenges that lie in the path of
growth and development. 278



More expanded version:

i- Variability:The inconsistency the data can show at
times—-which can hamper the process of handling
and managing the data effectively.

= Veracity:The quality of captured data, which can
vary greatly. Accurate analysis depends on the
veracity of source data.

= Complexity:Data management can be very
complex, especially when large volumes of data come
from multiple sources. Data must be linked,
connected, and correlated so users can grasp the
information the data is supposed to convey.
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Factory work and Cyber-physical systems may

haye a 6C system:
L_Cunnecian_(sensor and networks)

= Cloud (computing and data on
demand)301[31]

= Cyber (model and memory)

= Content/context (meaning and
correlation)

= Community (sharing and collaboration)

= Customization (personalization and
value)
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/D on Big Data Research
’;. Diversity on applications
= Diversity on data properties
= Diversity on goals / objectives
= Diversity on representations
= Diversity on infrastructures

= Diversity on algorithms
= Diversity on theoretical foundation

Result: Best-Effort Solutions
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Big Data EveryWhere!

s of data is being collected
and warehoused

s Web data, e-commerce

= purchases at department/
grocery stores

= Bank/Credit Card
transactions

= Social Network
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+

How much data?

gle processes 20 PB a day (2008)

Wayback Machine has 3 PB + 100 TB/month (3/2009)
Facebook has 2.5 PB of user data + 15 TB/day (4/2009)
eBay has 6.5 PB of user data + 50 TB/day (5/2009)
CERN’s Large Hydron Collider (LHC) generates 15 PB a

T e
‘E; ," WO .i‘

year

640K ought
to be
enough for
anybody.
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Gartner Hype Cycle

(Speecial Report: July 27, 2013) |
' ' e-trough of disillusionment

= IBM
= Accel Partners
= Sumo Logic
= Trifacta
= RelatelQ
= Cloudera
= Hardoop
(10 times by 2016)

PEAK OF
INFLATED
EXPECTATIONS

PRODUCTIVITY

TECHNOLCGY
TRIGGER
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Gartner Hype Cycle

(Speecial Report: July 27, 2013)

b - T D
expectations
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Big Data and the 4 Vs
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Examples of Big Data

Over 1 trillion webpages
{Cmngm [ Vo9 ) ﬂﬂ' WM I IR

1. 8 zettabytes in 2011 i

Courtesy of James Cheng 287



The Earthscope

- T arthscope is the world's

I st science project. Designed to
track North America's geological
evolution, this observatory records
data over 3.8 million square miles,
amassing 67 terabytes of data. It
analyzes seismic slips in the San
Andreas fault, sure, but also the
plume of magma underneath
Yellowstone and much, much more.
(http://www.msnbc. msn. com/id/44
363598/ns/technology and_science
-fti’gure of _technology/#.TmetOdQ-
-u
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Type of Data

+

. Relational Data
(Tables/Transaction/Legacy Data)

. Text Data (Web)
. Semi-structured Data (XML)

. Graph Data
- Social Network, Semantic Web (RDF), ...

. Streaming Data
- You can only scan the data once
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i What to do with these data?

m Aggregation and Statistics
= Data warehouse and OLAP

= Indexing, Searching, and Querying
s Keyword based search

= Pattern matching (XML/RDF)

= Knowledge discovery
= Data Mining
= Statistical Modeling
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Random Sample and Statistics

m| Population: is used to refer to the set or universe of all entities
nder study.

owever, looking at the entire population may not be feasible,
or may be too expensive.

= Instead, we draw a random sample from the population, and
compute appropriate statistics from the sample, that give
estimates of the corresponding population parameters of
interest.

59 69 66 46 60 47 65 58 67 67 51 51 57 61 49
50 50 57 50 7.2 59 65 57 55 49 50 55 46 72 68
54 50 57 58 51 56 58 51 63 63 56 61 68 7.3 56
48 7.1 57 53 b7 57 56 44 63 54 63 69 7.7 6.1 56
6.1 6.4 50 51 56 54 58 49 46 52 79 7.7 6.1 55 46
47 44 62 48 60 62 50 64 63 67 50 59 6.7 54 6.3
48 44 64 62 060 74 49 70 55 63 68 6.1 65 67 6.7
48 49 69 45 43 52 50 64 52 58 55 76 063 64 6.3
58 50 6.7 60 51 48 57 51 66 64 52 64 77 58 490
54 51 60 65 55 72 69 62 65 60 54 55 6.7 77 51

Table 1.2: Iris Dataset: sepal length 291



i Statistic

= Let Si denote the random variable corresponding
to data point xi , then a statistic "0 is a function

"9:(S1,S2,---,Sn) > R.

= If we use the value of a statistic to estimate a
population parameter, this value is called a point
estimate of the parameter, and the statistic is
called as an estimator of the parameter.
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Empirical Cumulative Distribution

* Function
n

~ I
F(X) _ ZJZI I(Sf — X)
n
Where
1 1f 5 <
I(5i<x)= 4t TorsX
0 IfS, >x

Inverse Cumulative Distribution Function

F1(q) = min{x: F(x) > g} for g € [0, 1]
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Example

Frequency
o)
A 00 )

00 o) o) o)

00 o 00 00 O

000 00000 00 00 O

0000 00000 00 000 O
O 00000 00000 000000 O O o)
0 O 00000 000000000000 000 © o

O 0000000 O000COO0O0O0O00000000 (@]
OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO OO o > X
| 1

4 4.5 50 55 60 65 TO 75 80

(= 5.843

™
[
p—

1.00 A

0.75 6.5 1

0.50

0.25

| I | |
4 45 50 55 60 65 70 75 80 0 0.25 0.50 0.75 1.00

294



vieasures or Lentral | enaency
(Mean)

Pf)ﬂation Mean: U = E[X] — ZX f(X)

u= E[X] = /Xf(x)dx
Sa__mkp_l_e.*l\\/!ean (Unbiased, not —0

= XX:XF(X) = ZX:x (2?21 5 :X)> _ 2=

I I

n

R ST ST 1T, 1
Ela) = £ |22 = 25 Els] = 1) u=p
- - =1

N

I=1 95



tion Median:

ﬁasures of Central Tendency (Median)
Pop

1

1
P(Xgm)EEandP(sz)ZE

F(m) =0.5or m=F %(0.5)

Sample Median

F(m)=0.50r m=F1(0.5)
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E

Frequency

A

o

> X4

00 o
00 @] O O
o0 o 00 o0 o
000 00000 00 00 O
0000 00000 00 000 O
© 00000 00000 000000 O O o
0 O 00000 000000000000 000 © o
O 0000000 000COOOOOOOO0O0O0O0 @]
oooooooooooooooooooooooooooooooo 06 ©
|
4 4.5 5.0 5.5 6.0 6.5 T.O 7.5 8.0
= 5.843
) F~(q)
F(x)
8.0
1.00 757
7.0 1
0.75 A 6.5 1
6.0
0.50 55 |
0.25 1 5.0 7
4.5
0 T T T T T T T T X 4 T T
4 45 50 55 60 65 70 75 80 0 0.25 0.50

0.75

1.00
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Range:

* Measures of Dispersion (Range)

Sample Range! = m)?x{x} - m}jn{x}

F=max{S;} — min{S;} = max{x;} — min{x;}

o Not robust, sensitive to extreme values
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Measures of Dispersion (Inter-Quartile Range)

Iiiir—Quartile Range (IQR):

IQR = F1(0.75) — F~1(0.25)
Sample IQR:

IQR = F~1(0.75) — F71(0.25)

o More robust
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Measures of Dispersion
(Variance and Standard Deviation)

-

var(X) = E[(X —w)’l=1 7

Z(X — u)? f(x) if X is discrete

X

p
/ (x =w)* F(x) dX if x is continuous

\— OO

Standard Deviation

0° =var(X)=E
= E
= E

(X = w)?] = E[X® = 2uX + u]
X?] = 2uE[X] + u® = E[X?] — 2p° + p°

X = (E[X])?
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Measures of Dispersion
(Variance and Standard Deviation)

|

Variance

var(X) = E[(X — n)’]

Z(X —u)? f(x) if X is discrete

X
>0

>
/ (x = )" (%) dX s x is continuous

\— OC

= 4

Standard Deviation

c?=var(X)=E

=F

=F

Sample Variance

6% = 3" (x — 0)*F(x) =

(X — p)°] = E[X? = 2uX + p°]
X = 2uE[X] + p* = E[X?] — 2u” + p?

X?] — (E[X])?
& Standard Deviation

n
301
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Univariate Normal Distribution

f(x|p, 0°) =

f(x)
0.8 }
0.7 +
0.6 |
0.5 |
0.4 |
03 |
02 |
0.1 | )

1

V202

- {_

(x — )2

D02

/

O_—-'F_' j
6 -5 —4 -3

I [ [
-2 =1 0




Multivariate Norm

f(x|u, X) =

1
exp 4
(V2m)?® /x|
f(x)
0.213

al Distribution

2

¢

[ (x =) T (X—ﬂ)}

1
2
3
4
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Warehouse Architecture

>

\
Query &
AEWAIE

Metadata W , . .o se

Integration
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]L Star Schemas

m  Astar schema is a common organization for
data at a warehouse. It consists of:

1. Fact table : a very large accumulation of facts
such as sales.

+ Often “insert-only.”

2. Dimension tables : smaller, generally static
information about the entities involved in the
facts.
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Terms
act table

m Dimension tables
m Measures

product

sale

prodid
name

price

orderld
date
custld
prodid
storeld
qty
amt

customer

custld
name
address
city

store

storeld
city
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Star

product | prodid | name | price store | storeld | city
pl b0|t 10 cl nyc
p2 c2 sfo
\ / c3 la
sale |oderld| date | custld | prodld | storeld | gty | amt
0100 | 1/7/97 53 pl cl 1 12
0102 | 2/7/97 53 p2 cl 2 11
105 |3/8/97| 111 pl c3 5 50
customer custld name address city
53 joe 10 main sfo
81 fred 12 main sfo
111 sally 80 willow la
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* Cube

Fact table view:

sale | prodld |storeld| amt
pl cl 12
p2 cl 11
pl c3 50
p2 c2 8

E—

Multi-dimensional cube:

cl c2 c3
pl 12 50
p2 11 8

dimensions =2

308



i 3-D Cube

sale | prodld |storeld| date | amt
pl cl 1 12
p2 cl 1 11
pl c3 1 50
p2 c2 1 8
pl cl 2 44
pl c2 2 4

cl c2 c3
pL | 44 | 4 /
cl c2 c3 |
pl 12 50
p2 11 8
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i ROLAP vs. MOLAP

= ROLAP:
Relational On-Line Analytical Processing

= MOLAP:
Multi-Dimensional On-Line Analytical
Processing
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Aggregates

-Add up amounts for day 1
.In SQL: SELECT sum(amt) FROM SALE
WHERE date =1

sale | prodld |storeld| date | amt
pl cl 1 12
p2 cl 1 11
pl c3 1 50 »
p2 c2 1 8 8 1
pl cl 2 44
pl c2 2 4
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h Aggreéates
day

.- In SQL: SELECT date, sum(amt) FROM SALE
GROUP BY date

sale | prodld |storeld| date | amt
pl cl 1 12
p2 cl 1 11 ans | date |sum
p1 c3 1 50 » ‘ 1 ‘ 81
p2 c2 1 8 2 48
pl cl 2 44
pl c2 2 4
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I

Another Example

- Add up amounts by day, product
. In SQL: SELECT date, sum(amt) FROM SALE

sale | prodld [storeld| date amt
pl cl 1 12
p2 cl 1 11
pl c3 1 50
p2 c2 1 8
pl cl 2 44
pl c2 2 4

—>

GROUP BY date, prodld

sale | prodld | date | amt
pl 1 62
p2 1 19
pl 2 48

e [0 | Ul [P
-« drill-dowda—
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ﬁ Aggregates

m Operators: sum, count, max, min,
median, ave

= “Having” clause
= Using dimension hierarchy

= average by region (within store)
= maximum by month (within date)
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What is Data Mining?

= Discovery of useful, possibly unexpected,
patterns in data

= Non-trivial extraction of implicit, previously
unknown and potentially useful information
from data

= Exploration & analysis, by automatic or
semi-automatic means, of large quantities of
data in order to discover meaningful patterns
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ﬁ Data Mining Tasks

m Classification (predictive]

m Clustering [pescriptive]

m Association Rule Discovery [pescriptive]

= Sequential Pattern Discovery [pescriptive]
m Regression [predictive]

m Deviation Detection [predictive]

m Collaborative Filter [predictive]
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Classification: Definition

4

. Given a collection of records ({raining set)

- Each record contains a set of attributes, one of
the attributes is the c/ass.

. Find a mode/ for class attribute as a function of the
values of other attributes.

. Goal: previously unseen records should be assigned
a class as accurately as possible.

- A fest setis used to determine the accuracy of
the model. Usually, the given data set is divided
into training and test sets, with training set used
to build the model and test set used to validate it.
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i Decision Trees

Example:

- Conducted survey to see what customers were
Interested in new model car

- Want to select customers for advertising campaign
sale | custld car age | city |newCar

cl taurus 27 sf yes

c2 van 35 la yes { training }
c3 van 40 sf yes

c4 taurus 22 sf yes set

c5 merc 50 la no

c6 taurus 25 la no
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k Clustering
+

lncome

education
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i Association Rule Mining

t

\L SR N - (o)
K O vy
oY N market-baske
sales tranl | cust33 (p2, p5, p8

data
records: |tran2| cust45 |p5, p8, p11l
tran3 | custl? |pl, p9
tran4 | cust40 |p5, p8, pll
trans | custl2 |p2, p9
tran6 | custl2 |p9

—

. Trend: Products p5, p8 often bough together
. Trend: Customer 12 likes product p9
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Association Rule Discovery

4+

Marketing and Sales Promotion:
- Let the rule discovered be
{Bagels, ... } --> {Potato Chips}

- Potato Chips as consequent => Can be used to determine
what should be done to boost its sales.

- Bagels in the antecedent => can be used to see which
roducts would be affected if the store discontinues selling
agels.

- Bagels in antecedent and Potato chips in consequent =>
Can be used to see what products should be sold with
Bagels to promote sale of Potato chips!

Supermarket shelf management.
Inventory Managemnt
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Collaborative Filtering

Goal: predict what movies/books/... a person may be
interested in, on the basis of

- Past preferences of the person
~ Other people with similar past preferences
- The preferences of such people for a new movie/book/...

One approach based on repeated clustering
~ Cluster people on the basis of preferences for movies

- Then cluster movies on the basis of being liked by the same
clusters of people

- Again cluster people based on their preferences for (the newly
created clusters of) movies

Repeat above till equilibrium
Above problem is an instance of collaborative filtering,

where users collaborate in the task of filtering information to
find information of interest
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Other Types of Mining

s Text mining: application of data mining to textual
documents

= cluster Web pages to find related pages

m cluster pages a user has visited to organize their visit
history

= classify Web pages automatically into a Web directory
s Graph Mining:
= Deal with graph data
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Data Streams

S?

m Continuous streams
= Huge, Fast, and Changing
= Why Data Streams?

m The arriving speed of streams and the huge amount of data
are beyond our capability to store them.

s “Real-time” processing
= Window Models
= Landscape window (Entire Data Stream)
= Sliding Window
= Damped Window
= Mining Data Stream
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i Streaming Sample Problem

= Scan the dataset once
= Sample K records

= Each one has equally probability to be sampled
= Total N record: K/N
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Data Mining and Pattern
Recognition for Large-
Scale Scientific Data
(Big Data)



We need an effective way to deal with
dlata overload

Eg\{:'gbl ! trhgsgap between data collection

and data analysis abilities

— Data from simulations, experiments,
observations

—Ter f n
e e s a:a’é’s, tome derias Haia)
-Manual exploration and analysis is impractical
— Bogr utilﬁation qu esources
— Potential loss of information
Need computational tools and

techniques to work out

automate the exploration and analysis of
large,

complex data sets
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What do we mean by the terms Data
I\rlining and Pattern Recognition?

. Data Mining: Uncovering patterns,
associations, anomalies, and statistically
significant structures in data

. Pattern Recognition: Characterization of
patterns in data

. Pattern: Arrangement or ordering with an
underlying structure

. Feature: An extractable measurement or
attribute

. Images of Radio Emitting Galaxies with
Bent-Double Morphology
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Data Mining: Key steps in an
iLerative and interactive process

Raw Target Preprocessed Transformed Patterns Knowledge
Data Data Data Data
l

I I

| |

.

<+ Data Preprocessing > Pattern Recognition  User Control
Sampling De-noising  Dimension-  Classification Error Modeling
Multi-resolution  Feature- reduction Clustering

analysis extraction

Normalization
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Research for scaling data mining to
IPrge and complex data sets

. Data pre-processing

. — Implement effective image processing algorithms
. — Investigate the use of multi-resolution analysis

. — Research methods for dimension reduction

. Pattern recognition algorithms

. — Consider different algorithms for an application

. — Implement in an object-oriented framework

. — Research ways of making them more effective
and efficient

- — Examine accuracy versus computational effort
issues

Parallel implementation

331



Data pre-processing: a time-consuming
buk critical first step

=
. Extraction of features: image processing and

wavelets
— De-noising (noise elimination)
— Multi-resolution analysis

. Dimension reduction: identification of key
features

— Features with greatest variance
— Principal component analysis
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Pattern Recognition: need for scalable

 classification and clustering algorithms

ﬂssification: learn a function to map a data item into
one of several predefined classes
-Neural networks

— Genetic algorithms

— Simulated annealing

no loan
|

Feature 2 (debt)

Feature 1 (income)

Clustering: a task that identifies a finite set of clusters to
describe the data

-Graph theoretic techniques
— Hypergraph partitioning
— Promising for high dimensional data

Feature 1 333
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Pattern Recognition: need for efficient,
| accurate, and scalable classifiers

ﬂssification: learning a function that maps a
data item into one of several pre-defined
classes

.Neural networks: avoid local minima -
Genetic algorithms
— Simulated annealing no loan

.Decision trees
— attribute selection

— tree pruning

-Hybrid algorithms
— techniques for combining foan

CIaSSifiers Feature 1 (income)

Feature 2 (debt)
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Pattern Recognition: need for scalable
1 and interpretable clustering algorithms

— e

. Clustering: a descriptive task that seeks to
identify a finite set of clusters to describe
the data

. Implement known techniques

— k-means
— fuzzy k-means ﬁ
— k-nearest-neighbors QD
. Graph theoretic techniques
— hypergraph partitioning reature
— initial promise for high dimensional data
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Large-scale pattern recognition
can

L benefit several applications

- Visualization

. Computational steering

. Computer Security

. Verification and validation

. Global climate modeling

. Astrophysics (MACHO and FIRST)

- And so on ...

=> A capability for large-scale pattern recognition will

strengthen our ability to perform science by
providing

an effective way to cope with data overload.
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Mark

http://www.linl.gov/CASC/sapphire
kamath2@linl.gov

Visualization in Big Data: A tool for pattern recognition in data stream.

Victor Hugo Andrade Soares, Graduate in Information Systems, UFV ,
Joelson Ant”onio dos Santos, Graduate in Information Systems, UFV
and Murilo Coelho Naldi, Phd. Adjunct Professor-III, UFV
{victorhugoasoares, joelsonn.santos}@gmail.com, murilocn@ufv.br

Revista de Sistemas de Informac ao da FSMA
n. 15 (2015) pp. 30-39
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Automation ?

Berlin, Germany (Deutschland)m
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Three lllustrations of Artificial

Intelligence Applications:
blﬁ%ﬁbuﬂve—mtelllgence
http://www.youtube.com/watch?v=L08Xx
wNaHgBE
Bangkok Food Market: A Train Runs
Through It

http://www.youtube.com/watch?v=TK]|u
aFE-zAY Firebrigade life save
auction

http://www.youtube.com/watch?v=n_la
pY06-Ow Eating Machine
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http://www.youtube.com/watch?v=Lo8xwNaHgBE%20
http://www.youtube.com/watch?v=TKjuaFE-zAY%20
http://www.youtube.com/watch?v=n_1apYo6-Ow%20%20

A Turing Machine — Overview
hittp://www.youtube.com/watch?v=E

el eMwiHY
--- (Church) Turing Thesis

"Every effectively computable
function is Turing Computable'’

Robotic Walking Legs

http://www.youtube.com/user/DynamicLeglLocomotion

http://www.youtube.com/watch?v=xIOwk6_xpWo&feature=
c4-overview-vI&list=PLF6F8912BDCE92E60
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http://www.youtube.com/watch?v=E3keLeMwfHY
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